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destination information, and a frequency of occurrence of a
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acquired frequency of occurrence, a recognition degree of the
source information, a recognition degree of each acquired
destination information, and a recognition degree of each
link; and a high interest information narrowing unit selecting
destination information to output from among each destina-
tion information based on a combination of two or more
among a recognition degree of the source information, a
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LINKAGE INFORMATION OUTPUT
APPARATUS, LINKAGE INFORMATION
OUTPUT METHOD AND
COMPUTER-READABLE RECORDING
MEDIUM

TECHNICAL FIELD

The present invention relates to a linkage information out-
put apparatus, a linkage information output method and a
computer-readable recording medium, and in particular, to a
linkage information output apparatus, linkage information
output method and computer-readable recording medium
which output, from source information, unpredictable infor-
mation which attracts a user’s interest.

BACKGROUND ART

A linkage information output apparatus is an apparatus

which outputs information (hereinafter, also referred to as
linkage information) linked with source information. Here-
inafter, the linkage information is made to include a combi-
nation of source information and destination information, or
a combination of source information, destination information
and a relation content.
That is, the linkage information is the information which
indicates linkage among keywords, documents, images, and
voices. A relation content is a keyword and a sentence which
indicate a type and characteristic feature of linkage.

It is important to select information which is unpredictable
and attracts an interest as information presented to a user.
Because, in the case of Web service etc., presenting informa-
tion which attracts a user’s interest promotes revisit of a user
to a Web site, and links directly with the access number to the
Web site. In addition, because, also in marketing, acquiring
new information which the others cannot perceive easily will
acquire new perceiving, and therefore, it is possible to be
connected with new product development which is different
from that of the others.

An example of a conventional linkage information output
apparatus is disclosed in Shingo Otsuka, et al., “one consid-
eration with respect to a detection method of a related term
using a global-area web access log”, Journal of Information
Processing Society of Japan, vol. 46 No. SIG8 (TOD26), pp.
82-92 (2005) (Non-patent document 1). In Non-patent docu-
ment 1, source information and destination information are
keywords. When linkage information is presented, with a
keyword of a linkage source as an input, the keyword having
the highest access frequency among keywords which exist in
Web pages accessed until now is outputted. Therefore, in the
linkage information output apparatus disclosed in Non-patent
Document 1, the object is to present the keyword most linked
with the source information.

An example of a method of determining whether certain
information is information which has unpredictability is dis-
closed in Yohei Noda, et al., “Relational analysis for unpre-
dictable knowledge discovery among Wikipedia categories”,
Society for the study of 20th Semantic Web and Ontology,
SIG-SWO0-A803-02, pp. 08-01 to pp. 08-04 (2008) (Non-
patent document 2). That is, in Non-patent document 2, a
method of evaluating whether the information is unpredict-
able information based on a co-occurrence frequency of two
categories is disclosed. Here, information belongs to a plu-
rality of categories, and a co-occurrence frequency of two
categories is the number of times where two categories
belong to one of information concurrently. As for information
Z which belongs concurrently to two categories with the
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2

category co-occurrence frequency small, it is assumed that an
unpredictable knowledge over these two categories is
included therein. In the case where the information Z is
included in any two categories with the co-occurrence fre-
quency small, this information Z is outputted as unpredictable
information.

For example, assume that information “Taro Aso” belongs
to a category “Prime Minister” and a category “Olympic
athlete”. At this time, in the case where the co-occurrence
frequency of these two categories is low, the information
“Taro Aso” is outputted as an unpredictable information.

PRIOR ART DOCUMENT
Non-Patent Document

Non-patent document 1: Shingo Otsuka, et al., “one consid-
eration with respect to a detection method of a related term
using a global-area web access log”, Journal of Informa-
tion Processing Society of Japan, vol. 46 No. SIGS8
(TOD26), pp. 82-92 (2005).

Non-patent document 2: Yohei Noda, et al., “Relational
analysis for unpredictable knowledge discovery among
Wikipedia categories”, Society for the study of 20th
Semantic Web and Ontology, SIG-SWO-A803-02, pp.
08-01 to pp. 08-04 (2008).

DISCLOSURE OF THE INVENTION
Summary of the Invention
Problems to be Solved by the Invention

A linkage information output apparatus disclosed in Non-
patent document 1 is made for the purpose of presenting the
destination information most linked with the source informa-
tion. Accordingly, since information which a user knows
(known information) is presented and linkage information
which attracts a user’s interest can not be presented, there has
been a problem that a click rate in a Web site is low. Even if the
determination method is made to be inverted and information
which is not linked is presented to the contrary, just only
unknown linkage information that nobody knows does not
attract a user’s interest, and therefore, there has been a prob-
lem that the presented information is not selected either, and
a click rate is low.

In addition, only by a technology disclosed in Non-patent
document 2, likewise, unpredictable linkage information
which attracts a user’s interest cannot be presented. Because,
it cannot be said to be unpredictable information, just because
it belongs to a category where a co-occurrence frequency is
low.

This reason will be described specifically.

For example, as a presenting method of linkage informa-
tion, considered is a method in which an item is made to be
source information and a category is made to be destination
information. In this method, it is assumed that a co-occur-
rence frequency of a category “Prime Minister” and a cat-
egory “Olympic athlete” is low, and there is an item “Taro
Aso” belonging to these two categories. In this example, even
if “Taro Aso” as source information and a category “Prime
Minister” is outputted as destination information, unpredict-
ability is not felt. On the other hand, if an “Olympic athlete”
is outputted as destination information, the outputted linkage
information will become information which attracts interest.
Because, although it is known information that there exists a
relation between source information “Taro Aso” and destina-
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tion information “Prime Minister”, it is unknown information
that there exists a relation between the source information
“Taro Aso” and the destination information “Olympic ath-
lete”.

As another presenting method of linkage information,
there exists a method in which two categories are made to be
source information and destination information, respectively,
and an item is made to be a relation content. In the same way
as mentioned above, in an example where there is an item
“Taro Aso” belonging to these two categories, “Prime Min-
ister” is outputted as the source information, “Olympic ath-
lete” is outputted as the destination information and “Taro
Aso” is outputted as the relation content. In this case, the
outputted information will become the information which
attracts interest. Because, although the source information
itself and the destination information itself are known, it is
unknown that there exists a relation between these two.

However, since in a technology disclosed in Non-patent
document 2 the information with a co-occurrence frequency
low is presented, an output will be carried out even if the
source information itself and the destination information
itself are what seldom appear. In the case where the source
information itself and the destination information itself are
unknown information, the outputted information will have
been the information which is completely uninterested for a
user, and therefore, a user does not feel unpredictability.

The present invention is accomplished for solving above-
mentioned problems, and the object of the present invention is
to provide a linkage information output apparatus, a linkage
information output method and a computer-readable record-
ing medium which are capable of outputting unpredictable
information which attracts a user’s interest.

Means for Solving the Problems

For solving the problems mentioned above, a linkage infor-
mation output apparatus according to an aspect of the present
invention is the linkage information output apparatus for out-
putting information linked with source information compris-
ing: a linkage information retrieval unit which receives
above-mentioned source information, and acquires a plurality
of destination information linked with above-mentioned
source information, a frequency of occurrence of above-men-
tioned source information, a frequency of occurrence of
linked each above-mentioned destination information, and a
frequency of occurrence of a link of above-mentioned source
information and above-mentioned each destination informa-
tion, from a linkage information accumulation unit provided
inside or outside above-mentioned linkage information out-
put apparatus;

a recognition degree calculation unit which, based on
acquired each above-mentioned frequency of occurrence,
calculates a recognition degree of above-mentioned source
information, a recognition degree of acquired above-men-
tioned each destination information, and a recognition degree
of each above-mentioned link; and

a high interest information narrowing unit which selects
one or more of above-mentioned destination information
from among above-mentioned each destination information
based on a combination of two or more among a recognition
degree of above-mentioned source information, a recognition
degree of above-mentioned destination information and a
recognition degree of above-mentioned link, and outputs at
least selected above-mentioned destination information.

For solving the problems mentioned above, a linkage infor-
mation output method according to an aspect of the present
invention is the linkage information output method for out-

10

15

20

25

30

35

40

45

50

55

60

65

4

putting information linked with source information, compris-
ing the steps of: acquiring, on receiving above-mentioned
source information, a plurality of destination information
linked with above-mentioned source information, a fre-
quency of occurrence of above-mentioned source informa-
tion, a frequency of occurrence of linked each above-men-
tioned destination information, and a frequency of occurrence
of a link of above-mentioned source information and above-
mentioned each destination information, from a linkage
information accumulation unit provided inside or outside
above-mentioned linkage information output apparatus; cal-
culating, based on acquired each above-mentioned frequency
of occurrence, a recognition degree of above-mentioned
source information, a recognition degree of acquired above-
mentioned each destination information, a recognition degree
of each above-mentioned link; and selecting one or more of
above-mentioned destination information from among
above-mentioned each destination information based on a
combination of two or more among a recognition degree of
above-mentioned source information, a recognition degree of
above-mentioned destination information and a recognition
degree of above-mentioned link, and outputting at least
selected above-mentioned destination information.

For solving the problems mentioned above, a computer-
readable recording medium according to an aspect of the
present is the computer-readable recording medium having a
linkage information output program used in a linkage infor-
mation output apparatus for outputting information linked
with source information recorded, and the linkage informa-
tion output program makes a computer execute the steps of:
acquiring, on receiving above-mentioned source information,
aplurality of destination information linked with above-men-
tioned source information, a frequency of occurrence of
above-mentioned source information, a frequency of occur-
rence of linked each above-mentioned destination informa-
tion, and a frequency of occurrence of a link of above-men-
tioned source information and above-mentioned each
destination information, from a linkage information accumu-
lation unit provided inside or outside above-mentioned link-
age information output apparatus; calculating, based on
acquired each above-mentioned frequency of occurrence, a
recognition degree of above-mentioned source information, a
recognition degree of acquired above-mentioned each desti-
nation information, a recognition degree of each above-men-
tioned link; and selecting one or more of above-mentioned
destination information from among above-mentioned each
destination information based on a combination of two or
more among a recognition degree of above-mentioned source
information, a recognition degree of above-mentioned desti-
nation information and a recognition degree of above-men-
tioned link, and outputting at least selected above-mentioned
destination information.

Effect of the Invention

According to the present invention, unpredictable informa-
tion which attracts a user’s interest can be outputted.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic configuration diagram of a linkage
information output apparatus according to a first embodiment
of the present invention;

FIG. 2 is a block diagram showing a control structure
which a linkage information output apparatus according to
the first embodiment of the present invention provides;
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FIG. 3 is a flow chart showing operation procedures in the
case where a linkage information output apparatus according
to the first embodiment of the present invention performs
linkage information output processing;

FIG. 4 is a figure showing an example of accumulation
information of a linkage information accumulation unit in a
linkage information output apparatus according to the first
embodiment of the present invention;

FIG. 5 is a figure showing an example of a rule of an
unpredictability determination in the high interest informa-
tion narrowing unit 54;

FIG. 6 is a block diagram indicating a control structure
which a linkage information output apparatus according to a
second embodiment of the present invention provides;

FIG. 7 is a figure indicating an example of accumulation
information of a linkage information accumulation unit in the
linkage information output apparatus according to the second
embodiment of the present invention;

FIG. 8 is a flow chart showing operation procedures in the
case where the linkage information output apparatus accord-
ing to the second embodiment of the present invention per-
forms linkage information output processing;

FIG. 9 is a figure indicating an example of a rule of an
unpredictability determination in the high interest informa-
tion narrowing unit 64;

FIG. 10 is a block diagram indicating a control structure
which a position information display apparatus according to
a third embodiment of the present invention provides;

FIG. 11 is a figure indicating an example of an input con-
tent which an input unit in the position information display
apparatus according to the third embodiment of the present
invention provides;

FIG. 12 is a figure indicating an example of accumulation
information of the position information accumulation unit in
the position information display apparatus according to the
third embodiment of the present invention; and

FIG. 13 is a figure indicating an example of output contents
of'the position information display apparatus according to the
third embodiment of the present invention.

BEST MODES FOR CARRYING OUT THE
INVENTION

Hereinafter, an embodiment of the present invention will
be described using the figures. It is noted that the same refer-
ence character will be given to the same or corresponding part
in the figures, and thus the description will not be repeated.

First Embodiment
Summary

As mentioned above, whether, for a user, information is
known information or unknown information is a very impor-
tant factor with respect to whether it is the information which
attracts a user’s interest. Therefore, in the case where it is
determined whether linkage information is known informa-
tion or unknown information, it will become important to
perform three types of determinations that are determination
with respect to source information, determination with
respect to destination information and determination with
respect to existence of linkage. In a technology disclosed in
Non-patent document 2, although the determination with
respect to existence of linkage is performed, the determina-
tion with respect to source information and the determination
with respect to destination information are not performed.
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Here, it is made to be considered that whether information
is known commonly or not can be substituted for whether it is
known information or unknown information. That is, it is
considered that known information is major information
commonly known well, and unknown information is minor
information not commonly known well. Therefore, it is con-
sidered that, based on a major degree and minor degree which
source information and destination information have and a
major degree and minor degree with respect to existence of
linkage, i.e., based on a combination of these, destination
information is narrowed down, and the information which is
high in unpredictability and attracts a interest can be pre-
sented by presenting the narrowed destination information to
a user. Hereinafter, existence of linkage is referred to as a
“link” or a “relation”. For example, that source information
“Olympic athlete” and destination information “Prime Min-
ister” have a link means that there exists linkage between
“Olympic athlete” and “Prime Minister”.

In a technology disclosed in the above-mentioned Non-
patent documents 1 and 2, since a major degree and minor
degree of a combination of two or more among source infor-
mation, destination information and a link are not taken into
consideration, there has been a problem that unpredictable
information which attracts a user’s interest cannot be pre-
sented.

In contrast to this, a linkage information output apparatus
according to the first embodiment of the present invention
comprises: a linkage information retrieval unit which has one
or more of the source information as an input, and retrieves
linkage information with respect to source information from
specified databases, such as Web and Wikipedia®; a recog-
nition degree calculation unit which calculates a major degree
i.e. a recognition degree of the retrieved source information,
a recognition degree of destination information, and a recog-
nition degree of a link; and a high interest information nar-
rowing unit which narrows-down unpredictable and interest-
ing information based on recognition degrees of these of
linkage information. The recognition degree calculation unit
each calculates recognition degrees of source information,
destination information and a link, and the high interest infor-
mation narrowing unit narrows them down into unpredictable
information in which a user has an interest based on a com-
bination of two or more among these recognition degrees, and
thereby, problems are solved.

The linkage information output apparatus according to the
first embodiment of the present invention, typically, includes
a computer which has a general-purpose architecture as a
basic structure, and provides various functions described later
by executing a program installed in advance. Generally, a
program like this circulates in a state of being stored in a
recording medium such as a flexible disk (Flexible Disk) and
a CD-ROM (Compact Disk Read Only Memory), or via a
network, etc. In the case where a general-purpose computer
like this is used, in addition to an application for providing
functions according to the first embodiment of the present
invention, an OS (Operating System) for providing a funda-
mental function of the computer may be installed. In this case,
a program according to the first embodiment of the present
invention may be what executes processing by calling a
required module in a prescribed order and/or timing within
program modules provided as a part of the OS. That is, a
program itself according to the first embodiment of the
present invention may not include above modules, and pro-
cessing may be executed by collaborating with the OS. There-
fore, as a program according to the first embodiment of the
present invention, it may have a configuration which does not
include modules as mentioned above.
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Furthermore, a program according to the first embodiment
of the present invention may be provided with being incor-
porated in a part of other programs such as an OS. Also in this
case, a program itself according to the first embodiment of the
present invention does not include modules which other pro-
grams of the incorporation destination have as mentioned
above, and the processing is executed by collaborating with
the other programs. That is, as a program according to the first
embodiment of the present invention, it may have a configu-
ration which is incorporated in other programs like this.

Besides, alternatively, a part or all of functions which are
provided by the program execution may be implemented as
dedicated hardware circuitry.

Apparatus Configuration

FIG. 1 is a schematic configuration diagram of a linkage
information output apparatus according to the first embodi-
ment of the present invention. With reference to FIG. 1, a
linkage information output apparatus 201 is an information
processing apparatus such as a portable information terminal,
a personal computer and a server, and comprises: a CPU
(Central Processing Unit) 101 which is an arithmetic process-
ing unit; a main memory 102 and a hard disk 103; an input
interface 104; a display controller 105; a data reader/writer
106; and a communication interface 107. Each of these parts
is connected in a manner where data communication is pos-
sible mutually via a bus 121.

The CPU101 carried out various calculations by reading

out programs (code) stored in the hard disk 103 and writing to
the main memory 102, and executing these in prescribed
order.
The main memory 102 typically is a volatile storage device
such as a DRAM (Dynamic Random Access Memory), and
holds data etc. which indicate various arithmetic processing
results in addition to programs read from the hard disk 103.
The hard disk 103 is nonvolatile magnetic storage device, and
various setting values etc. are stored in addition to the pro-
grams executed by the CPU101. Programs installed on this
hard disk 103 circulate in a state of being stored in a recording
medium 111 as described later. Besides, in addition to the
hard disk 103, or in place of the hard disk 103, a semiconduc-
tor memory such as a flash memory may be adopted.

The input interface 104 intermediates data transmission
between the CPU101 and akeyboard 108, amouse 109 and an
input unit such as a touch panel which is not illustrated. That
is, the input interface 104 accepts an input from the outside,
such as operation command given by a user operating the
input unit.

The display controller 105 is connected with a display 110
which is a typical example of a display unit, and controls
display on the display 110. That is, the display controller 105
displays to a user a result or the like of image processing by
the CPU101. The display 110 is a LCD (Liquid Crystal Dis-
play) or a CRT (Cathode Ray Tube), for example.

The data reader/writer 106 intermediates data transmission
between the CPU101 and the recording medium 111. That is,
the recording medium 111 circulates in a state where pro-
grams etc. executed by the linkage information output appa-
ratus 201 is stored, and the data reader/writer 106 reads the
programs from this recording medium 111. The data reader/
writer 106, in response to an internal command of the
CPU101, writes a processing result, etc. in the linkage infor-
mation output apparatus 201 to the recording medium 111.
Besides, the recording medium 111 is, for example, a general-
purpose semiconductor storage device such as a CF (Compact
Flash) and a SD (Secure Digital), a magnetic storage medium
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such as a flexible disk (Flexible Disk), or an optical storage
medium such as a CD-ROM (Compact Disk Read Only
Memory).

The communication interface 107 intermediates data trans-
mission between the CPU101 and a personal computer, a
server device or the like. The communication interface 107,
typically, has a communication function of Ethernet® or a
USB (Universal Serial Bus). Besides, in place of a configu-
ration where programs stored in the recording medium 111
are installed on the linkage information output apparatus 201,
programs downloaded from a distribution server etc. via the
communication interface 107 may be installed on the linkage
information output apparatus 201.

To the linkage information output apparatus 201, other
output apparatuses, such as a printer, may be connected as
necessary.

Control Structure

Then, a control structure for providing various functions in
alinkage information output apparatus 201 will be described.

FIG. 2 is a block diagram showing a control structure
which a linkage information output apparatus according to
the first embodiment of the present invention provides.

Each block of the linkage information output apparatus
201 shown in FIG. 2 is provided by reading out programs
(code) etc. stored in the hard disk 103 and writing to the main
memory 102, and making the CPU101 execute them.
Besides, a part or all of modules shown in FIG. 2 may be
provided by a firmware implemented in hardware. Alterna-
tively, a part or all of control structures shown in FIG. 2 may
be realized by dedicated hardware and/or a wiring circuit.

With reference to FIG. 2, the linkage information output
apparatus 201 comprises the CPU101 and a linkage informa-
tion accumulation unit 56. The CPU101, as its control struc-
ture, comprises: an input unit 51 to which one or more source
information to be an input are inputted; a linkage information
retrieval unit 52 which refers to the linkage information accu-
mulation unit 56, and retrieves destination information etc.
based on the source information; a recognition degree calcu-
lation unit 53 which calculates a recognition degree of source
information, destination information and a link; a high inter-
est information narrowing unit 54 which narrows down infor-
mation interesting for a user based on a combination of two or
more among recognition degrees of source information, des-
tination information and a link; and an outputting unit 55
which outputs the narrowed linkage information. The linkage
information accumulation unit 56 corresponds to the main
memory 102 or the hard disk 103 shown in FIG. 1 for
example. The outputting unit 55 outputs linkage information
to the hard disk 103 or the display 110, for example, shown in
FIG. 1.

Although it is common that the CPU101 is comprised of
many units other than each part shown in FIG. 2, units which
are not related to the present invention are not illustrated for
simplifying descriptions.

In more details, the linkage information accumulation unit
56 holds source information, destination information, and a
frequency of occurrence thereof (hereinafter, also referred to
as only a frequency), i.e. the number of links. For example, in
the linkage information accumulation unit 56, a hypertext
document is accumulated, and a certain hypertext document
and its hyperlink destination document may be made to be
source information and destination information respectively.
A feature word of a certain hypertext document and a feature
word of a hyperlink destination document may be made to be
source information and destination information respectively.
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The input unit 51 accepts one or more of source informa-
tion, and delivers them to the linkage information retrieval
unit 52. The linkage information retrieval unit 52 accepts one
or more of source information from the input unit 51, and
refers to the linkage information accumulation unit 56, and
acquires linkage information including source information in
agreement with the accepted source information, and delivers
them to the recognition degree calculation unit 53. The link-
age information includes source information, destination
information and a frequency of them.

The recognition degree calculation unit 53 accepts linkage
information which is a search result from the linkage infor-
mation retrieval unit 52, and calculates each recognition
degrees of source information, destination information and a
link. Here, the recognition degree calculation unit 53 calcu-
lates, as a recognition degree, a ratio of a frequency of each of
source information, destination information and a link to
frequencies of the whole of the linkage information accumu-
lation unit 56, or a ratio of a frequency of each destination
information, source information and a link to frequencies of
the whole search results, or the like.

The high interest information narrowing unit 54 narrows
down linkage information based on each recognition degree
calculated by the recognition degree calculation unit 53.
Here, in the case where every recognition degree of source
information, destination information and a link are high, it is
considered that such linkage information is ordinary linkage
information which everyone knows. On the contrary, in the
case where every recognition degree is low, it is considered
that such information is the information which a user does not
know or not wish to know very much. In the case where a
recognition degree of at least one of destination information
and source information is high and a recognition degree of a
link (existence of linkage) is low, it is considered that these of
information are ones where a user knows at least one of
destination information and source information, but a relation
between them is unpredictable for a user.

That is, the high interest information narrowing unit 54, in
the case where a recognition degree of both source informa-
tion and destination information is high and a recognition
degree of a link is low, determines that such information is
one having unpredictability. Further, the high interest infor-
mation narrowing unit 54, in the case where a recognition
degree of one of source information and destination informa-
tion is high and the other is low and a recognition degree of a
link is low, determines that such information is one having
unpredictability, and in the case of the other, determines that
there is no unpredictability. In addition, the high interest
information narrowing unit 54 may include a degree of unpre-
dictability in these rules as described later.

The outputting unit 55 accepts linkage information from
the high interest information narrowing unit 54, and outputs
the accepted linkage information.

Operation

Then, an operation of a linkage information output appa-
ratus according to the first embodiment of the present inven-
tion will be described using the figures In the first embodi-
ment of the present invention, a linkage information output
method according to a first embodiment of the present inven-
tion is performed by making the linkage information output
apparatus 201 operate. Therefore, a description of the linkage
information output method according to the first embodiment
of'the present invention is substituted by an operation descrip-
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tion of the following linkage information output apparatus
201. In the following description, FIG. 2 is referred to suit-
ably.

FIG. 3 is a flow chart showing operation procedures in the
case where a linkage information output apparatus according
to the first embodiment of the present invention performs
linkage information output processing.

FIG. 4 is a figure showing an example of accumulation
information of a linkage information accumulation unit in the
linkage information output apparatus according to the first
embodiment of the present invention.

With reference to FIG. 4, the linkage information accumu-
lation unit 56 has tables T1 and T2. In table T1, linkage
information is accumulated, and one record shows one of
linkage information. Each of linkage information on the table
T1 is made up of source information, destination information,
and a link frequency. In the table T2, a frequency of occur-
rence of actual information corresponding to source informa-
tion and destination information is accumulated, and one
record indicates one of information.

Besides, contents indicated in FIG. 4 may be examples, and
source information and destination information may be 1D of
each of information. Alternatively, hypertext documents may
be accumulated, and a characteristic word included in a
hyperlink source in the hypertext documents may be made to
be source information, and a characteristic word included in
a hypertext of a hyperlink destination may be made to be
destination information, and a frequency of occurrence of
each word may be made to be a frequency of occurrence of
source information and destination information. In addition,
hypertext documents may be accumulated, and a category
may be made to be associated with these hypertext docu-
ments, and in the case where there exists a link from a hyper-
text document of a certain category to a hypertext document
of another category, this link may be made to be linkage
information, and the number of hypertext documents within
the category may be made to be a frequency of occurrence.
That is, the linkage information accumulation unit 56 may
accumulate source information, destination information and
data by which a frequency of these can be calculated, and
information and data by which a frequency thereof can be
calculated.

With reference to FIG. 3, first, the input unit 51 accepts one
or more of source information. For example, “Nippon Budo-
kan Hall” is inputted (Step S1).

Then, the linkage information retrieval unit 52 retrieves
linkage information (Step S2). In more details, the linkage
information retrieval unit 52 refers to the linkage information
accumulation unit 56, and acquires a record in which source
information given from the input unit 51 exists, and returns it
as a search result. In the case where accumulation contents of
the linkage information accumulation unit 56 are examples
indicated in FIG. 4, the linkage information retrieval unit 52
returns search results that the number of links of linkage
information (“Nippon Budokan Hall” and “Momoe Yamagu-
chi”) is 50, and the number of links of linkage information
(“Nippon Budokan Hall” and “Self-Defense Forces™) is 2,
and the number of links of linkage information (“Nippon
Budokan Hall” and “Hikaru Matsunaga™) is 20, and a fre-
quency of information “Nippon Budokan Hall” is 5000, and
a frequency of information “Momoe Yamaguchi” is 10000,
and a frequency of information “Self-Defense Forces™ is 200,
and a frequency of information “Hikaru Matsunaga™ is 30
(Step S2).

Then, the recognition degree calculation unit 53 calculates
a recognition degree of each of source information, destina-
tion information and a link with respect to each of linkage
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information (Step S3). Here, the more a frequency of each of
source information, destination information and a link will
become, the higher a value of a recognition degree will
become. For example, the recognition degree calculation unit
53, calculates as a recognition degree: a relative frequency to
the frequency total of the whole linkage information i.e. all
the linkage information accumulated in the linkage informa-
tion accumulation unit 56; a relative frequency to the fre-
quency total of all of linkage information of search results by
the linkage information retrieval unit 52; a relative difference
against the average frequency of occurrence of all of linkage
information accumulated in the linkage information accumu-
lation unit 56; or a appearance probability in an estimated
distribution of the whole linkage information. Alternatively,
the recognition degree calculation unit 53, using each cat-
egory of source information and destination information, cal-
culates an appearance probability within a category as a rec-
ognition degree of each of source information and destination
information, and calculates an appearance probability
between categories as arecognition degree of a link (Step S3).

Specifically, The recognition degree calculation unit 53,
for example, calculates a relative difference against an aver-
age frequency of occurrence in accordance with each follow-
ing equation as a recognition degree of source information A,
a recognition degree of destination information B and a rec-
ognition degree of the links (A, B):

recognition degree(source information 4)=frequency
(source information 4)-average frequency of
occurrence(source information);

recognition degree(destination information B)=fre-
quency(destination information B)-average fre-
quency of occurrence(destination information);
and

recognition degree(link(4,B))=frequency(link(4,5))-
average frequency of occurrence(link).

Then, the recognition degree calculation unit 53, if the
calculated recognition degree is not less than a prescribed
threshold value set in advance, determines that the informa-
tion is high in a recognition degree, and is major.

Besides, there may be provided a configuration such that
the recognition degree calculation unit 53, in advance, has
calculated an average frequency of occurrence to be stored.
Here, suppose that an average frequency of occurrence of
each of source information and destination informationis 150
and an average frequency of occurrence of a link is 20.

In this case, a recognition degree of linkage information
(“Nippon Budokan Hall”, “Momoe Yamaguchi”) is calcu-
lated as follows:

recognition degree(Nippon Budokan Hall)=5000-
150=4850;

recognition degree(Momoe Yamaguchi)=10000-
150=9850; and

recognition degree(link(Nippon Budokan Hall,Mo-
moe Yamaguchi))=50-20=30.
A recognition degree of linkage information (“Nippon
Budokan Hall”, “Self-Defense Forces™) is calculated as fol-
lows:

recognition degree(Nippon Budokan Hall)=5000-
150=4850;

recognition degree(Self-Defense Forces)=200-
150=50; and
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recognition degree(link(Nippon Budokan Hall,Self-
Defense Forces))=2-20=—18.

A recognition degree of linkage information (“Nippon
Budokan Hall”, “Hikaru Matsunaga”) is calculated as fol-
lows:

recognition degree(Nippon Budokan Hall)=5000-
150=4850;

recognition degree(Hikaru Matsunaga)=30-150=—
120; and

recognition degree(link(Nippon Budokan Hall,Hikaru
Matsunaga))=20-20=0.

In the case of using distribution of linkage information,
calculation is carried out as follows. First, a model is consid-
ered to be binomial distribution. When a probability variable
follows binomial distribution with parameters n and p, it is
described as X™B(n, p). Probability P(X) where successes of
just k times are acquired is indicated as follows:

PX)=B(n,p, ky=nClxp kex(1-p) (1-k)

where, " is a symbol of operation showing exponentiation.

Source information is considered to be a probability vari-
able, and the whole frequency of source information is made
to be n, and a probability that specific source information will
appear is made to be p, and a frequency of the specific source
information is made to be k. Here, the whole frequency n of
source information is a total of frequencies of all of source
information accumulated in the linkage information accumu-
lation unit 56. In the linkage information accumulation unit
56 indicated in F1G. 4, a total of 5000, 30, 500, and —, which
are frequencies of “Nippon Budokan Hall”, “Fukudaya
hotel”, “Sylvan music hall”, . . . , will become the whole
frequency of source information.

Here, suppose that a frequency of occurrence of specific
source information A is made to be nA. In this case, a prob-
ability that a frequency of occurrence of the source informa-
tion A is not more than nA can be calculated as follows using
the above-mentioned distribution.

5 (k=0,n4)P(X)=3_(k=0,n4){nClxp Fx(1-p)" (1-k)}

This probability value is made to be a recognition degree of
source information. In this case, it is estimated that a param-
eter p is a probability that the source information will appear.
That is, the parameter p will become a following value:

p=average frequency of source information/the whole
frequency of source information.

A recognition degree of destination information is also
calculated in the same way as source information. Then, a
recognition degree of a link is calculated as follows.

That is, a link is considered to be a probability variable, the
whole frequency of links is made to be n, a probability that a
link will appear is made to be p, and a frequency of a specific
link (A, B) is made to be kAB. Here, the whole frequency n of
links is a total of frequencies of all links accumulated in the
linkage information accumulation unit 56. In the linkage
information accumulation unit 56 indicated in FIG. 4, a total
0t1'50,2,20, ..., which are frequencies of (“Nippon Budokan
Hall”, “Momoe Yamaguchi”), (“Nippon Budokan Hall”,
“Self-Defense Forces™), (“Nippon Budokan Hall”, “Hikaru
Matsunaga™), . . . , will become the whole frequency of links.

Here, suppose that a frequency of occurrence of a specific
link (A, B) is made to be nAB. In this case, a probability that
a frequency of occurrence of a link (A, B) is not more than
nAB is calculated as follows:
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5_(k=0,n4B)\P(X)=3_(k=0,nAB){nClxp x(1-p)"(1-
B}

Here, the whole frequency of links is calculated by the
whole frequency of source informationxthe whole frequency
of destination information.

A parameter p is calculated as follows:

p=a frequency of occurrence of a link/the whole fre-
quency of links.

The recognition degree calculation unit 53, if a recognition
degree acquired by performing the above calculations is not
less than a prescribed threshold value, determines that the
information is high in a recognition degree, and is major.

Calculation of Recognition Degree Using Category

Here, generally, the number of a link in a Web page is 1 in
many cases, and a frequency of a relation (link) between
source information and destination information is 1 in many
cases. So that a recognition degree of a link may be appropri-
ately calculated even in such a case, a recognition degree of a
link also can be calculated using category information in the
linkage information output apparatus according to the first
embodiment of the present invention. That is, a link is con-
sidered for every category, and a recognition degree of an
inter-category-link is calculated.

First, with respect to a category of source information and
a category of destination information, a distribution is calcu-
lated in the same way as the method of source information as
mentioned above.

Then, calculated is a recognition degree between a cat-
egory CA of source information A and a category CB of
destination information B, which form a link (A, B). In the
case where the source information A or the source informa-
tion B belongs to a plurality of categories, calculated is an
average value, the maximum or the minimum of recognition
degrees of a plurality of inter-category-links.

That is, a recognition degree of an inter-category-link of
the category CA and the category CB is calculated as follows:

5_(k=0,nCARP(X)=3_(k=0,nCAB){nChxp kx(1-p)"
a-m}

Where, nCAB is made to be a frequency where a link exists
between the category CA and the category CB. n denotes the
whole frequency of links of the category CA and the category
CB, i.e. (the number of source information belonging to the
category CA)x(the number of destination information
belonging to the category CB).

A parameter p is calculated as follows:

p=the number with which links exist among catego-
ries/the whole frequency of links among all the
categories.

Then, the high interest information narrowing unit 54
accepts a recognition degree from the recognition degree
calculation unit 53, and determines whether there exists
unpredictability in the linkage information by referring to a
rule incorporated inside the high interest information narrow-
ing unit 54 itself (Step S4).

FIG. 5 is a figure showing an example of a rule of an
unpredictability determination in the high interest informa-
tion narrowing unit 54.

With reference to FIG. 5, this rule indicates whether there
exists unpredictability for every combination of whether each
of source information, destination information and a link is
major.

In examples indicated in FIG. 5, in the case where all of
source information, destination information, and a link are
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major, it is determined that there is no unpredictability.
Because, possibility that it is already known information is
high. On the contrary, in the case where all of source infor-
mation, destination information, and a link are minor, also, it
is determined that there is no unpredictability. Because, even
if information which is not known at all is presented, the
meaning cannot be guessed.

That is, the high interest information narrowing unit 54, in
the case where either or both of source information and des-
tination information are major, and a link is minor, determines
that a combination of source information and destination
information, i.e. linkage information has unpredictability.

In the case where the rule indicated in FIG. 5 is applied, it
is determined that the linkage information (“Nippon Budokan
Hall”, “Momoe Yamaguchi”) does not have unpredictability
since source information, destination information and a link
are all major and are information which everyone knows.

With respect to the linkage information (“Nippon Budokan
Hall”, “Self-Defense Forces™), since source information is
major, destination information is also major and a link is
minor, there existing a relation is unpredictable though each
information is known. Therefore, the high interest informa-
tion narrowing unit 54 determines that the linkage informa-
tion has high unpredictability, and selects it as information
which is to be outputted.

With respect to the linkage information (“Nippon Budokan
Hall”, “Hikaru Matsunaga”), source information is major,
destination information is minor, and a link is minor. There-
fore, the high interest information narrowing unit 54 deter-
mines that the unpredictability of the linkage information is
middle level, and selects it as information which is to be
outputted.

Then, the high interest information narrowing unit 54 gives
the outputting unit 55 information which indicates that the
unpredictability of linkage information (“Nippon Budokan
Hall”, “Self-Defense Forces™) is high, and that the unpredict-
ability of linkage information (“Nippon Budokan Hall”,
“Hikaru Matsumoto™) is middle level (Step S4).

Finally, the outputting unit 55 accepts the information from
the high interest information narrowing unit, and outputs this
(Step S5). For example, the outputting unit 55 displays link-
age information (“Nippon Budokan Hall”, “Self-Defense
Forces™) and linkage information (“Nippon Budokan Hall”,
“Hikaru Matsumoto™) in the display 110.

By the way, there was a problem that unpredictable infor-
mation which attracts a user’s interest could not be presented
with technologies disclosed in Non-patent documents 1 and
2.

In contrast to this, in the linkage information output appa-
ratus according to the first embodiment of the present inven-
tion, the linkage information retrieval unit 52, upon receiving
source information from the input unit 51, acquires a plurality
of destination information linked with source information, a
frequency of occurrence of source information, a frequency
of occurrence of linked each destination information, and a
frequency of occurrence of a link between source information
and each destination information, from the linkage informa-
tion accumulation unit 56. The recognition degree calculation
unit 53 calculates, based on acquired each frequency of occur-
rence, a recognition degree of source information, a recogni-
tion degree of acquired each destination information, and a
recognition degree of each link. Then, the high interest infor-
mation narrowing unit 54, based on a recognition degree of
source information, a recognition degree of destination infor-
mation and a recognition degree of a link, selects one or more
of destination information from among destination informa-
tion, and outputs them to the outputting unit 55.
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In this manner, a recognition degree of source information,
destination information and a link are used, and thereby, it is
possible to perform narrowing down from a plurality of link-
age information to the unpredictable high interest informa-
tion, and therefore, it becomes possible to present the unpre-
dictable information which attracts a user’s interest.

In the linkage information output apparatus according to
the first embodiment of the present invention, as indicated in
FIG. 5, from among destination information, the high interest
information narrowing unit 54 selects destination informa-
tion where at least one of a recognition degree of source
information and a recognition degree of destination informa-
tion is higher than a prescribed threshold value, i.e. major and
where a recognition degree of a link is lower than a prescribed
threshold value, i.e. minor, as unpredictable information.

By means of a configuration like this, the unpredictable
high interest information can be appropriately narrowed
down from a plurality of linkage information.

In the linkage information output apparatus according to
the first embodiment of the present invention, the high interest
information narrowing unit 54, further, as indicated in FIG. 5,
from among selected destination information, selects desti-
nation information where a recognition degree of source
information and a recognition degree of destination informa-
tion become higher than a prescribed threshold value, and
where a recognition degree of a link becomes lower than a
prescribed threshold value, as destination information where
unpredictability is high in a high level.

By means of a configuration like this, it becomes possible
to present a user further the unpredictable high interest infor-
mation, and a user’s degree of satisfaction can be enhanced
further.

In the linkage information output apparatus according to
the first embodiment of the present invention, the recognition
degree calculation unit 53, with respect to object information
for which a recognition degree is to be calculated among
source information and acquired each destination informa-
tion and each link, acquires a total of frequencies of occur-
rence corresponding to the object information among a total
of frequencies of occurrence of all of source information
accumulated in the linkage information accumulation unit 56,
atotal of frequencies of occurrence of all of destination infor-
mation accumulated in the linkage information accumulation
unit 56, and a total of frequencies of occurrence of all the links
accumulated in the linkage information accumulation unit 56.
Specifically, the recognition degree calculation unit 53
acquires, via the linkage information retrieval unit 52, fre-
quencies of occurrence of all of source information, all of
destination information and all the links, which are accumu-
lated in the linkage information accumulation unit 56, and
calculates, from these acquired frequencies of occurrence, a
total of frequencies of occurrence of source information, and
a total of frequencies of occurrence of destination informa-
tion, and a total of frequencies of occurrence of a link. Then,
the recognition degree calculation unit 53 estimates an
appearance probability distribution from the total of the
acquired frequencies of occurrence, and using the estimated
appearance probability distribution, calculates an appearance
probability of the object information as a recognition degree
of the object information.

By means of a configuration like this, a recognition degree
is appropriately calculated, and thereby, high interest infor-
mation can be narrowed down in a higher accuracy.

In the linkage information output apparatus according to
the first embodiment of the present invention, the recognition
degree calculation unit 53 calculates an average frequency of
occurrence from the total of frequencies of occurrence
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acquired as mentioned above, and calculates a difference
between the calculated average frequency of occurrence and
the frequency of occurrence of object information as a rec-
ognition degree of the object information.

By means of a configuration like this, a recognition degree
is appropriately calculated, and thereby, high interest infor-
mation can be narrowed down in a higher accuracy.

In the linkage information output apparatus according to
the first embodiment of the present invention, the linkage
information retrieval unit 52, further, acquires category infor-
mation of source information and category information of
linked each destination information from the linkage infor-
mation accumulation unit 56. Then, the recognition degree
calculation unit 53 estimates an appearance probability dis-
tribution from a total of frequencies of occurrence of links
between categories of source information and destination
information corresponding to an object link which is the link
of which recognition degree is to be calculated, and using an
estimated appearance probability distribution, calculates an
appearance probability of the link between categories as a
recognition degree of the object link.

By means of a configuration like this, a recognition degree
of a link is appropriately calculated from a viewpoint of a
category, and thereby, high interest information can be nar-
rowed down in a higher accuracy.

In the linkage information output apparatus according to
the first embodiment of the present invention, the recognition
degree calculation unit 53, in the case where at least one of
source information and destination information which corre-
spond to an object link belongs to a plurality of categories, an
average value, the maximum or the minimum of a recognition
degree calculated with respect to each category is made to be
a recognition degree of the object link.

By means of a configuration like this, a recognition degree
can be calculated appropriately even in the case where a
plurality of categories exist.

Besides, in descriptions of FIG. 5, the high interest infor-
mation narrowing unit 54 is made to be configured so as to
select one or more of destination information from among
destination information based on a recognition degree of
source information, a recognition degree of destination infor-
mation and a recognition degree of a link, but is not limited to
this. The high interest information narrowing unit 54 may be
configured so as to select one or more of destination informa-
tion from among destination information based on a combi-
nation of two or more among a recognition degree of source
information, a recognition degree of destination information
and a recognition degree of a link. In this case, the high
interest information narrowing unit 54 selects any two of
source information, destination information and a link, and
selects, for example, destination information where a recog-
nition degree of one of the selected ones becomes higher than
a prescribed threshold value, and a recognition degree of the
other becomes lower than a prescribed threshold value, from
among destination information.

For example, the high interest information narrowing unit
54 selects source information and destination information,
and in the case where source information is major, and des-
tination information is minor, determines that this linkage
information has the unpredictability. In addition, the high
interest information narrowing unit 54 selects source infor-
mation and a link, and in the case where source information is
major and a link is minor, determines that this linkage infor-
mation has the unpredictability. The high interest information
narrowing unit 54 selects destination information and a link,
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and in the case where destination information is major and a
link is minor, determines that this linkage information has the
unpredictability.

The linkage information output apparatus according to the
first embodiment of the present invention is made to be con-
figured so as to comprise the linkage information accumula-
tion unit 56, but is not limited to this. It may be configured so
that the linkage information accumulation unit 56 may be
provided outside the linkage information output apparatus
201.

In the linkage information output apparatus according to
the first embodiment of the present invention, the outputting
unit 55 is made to be configured so as to output source infor-
mation and destination information as linkage information,
but is not limited to this. The outputting unit 55 may be
configured so as to output at least destination information,
and in addition to source information and destination infor-
mation, may be configured so as to output other information
further.

In the linkage information output apparatus according to
the first embodiment of the present invention, the recognition
degree calculation unit 53 is made to be configured so as to
acquire, via the linkage information retrieval unit 52, frequen-
cies of occurrence of all of source information, all of desti-
nation information and all the links which are accumulated in
the linkage information accumulation unit 56, for example,
and to calculate, from these acquired frequencies of occur-
rence, a total of frequencies of occurrence of source informa-
tion, a total of frequencies of occurrence of destination infor-
mation and a total of frequencies of occurrence of a link, but
is not limited to this. It may be configured so that the linkage
information accumulation unit 56 may store a total of fre-
quencies of occurrence of source information, a total of fre-
quencies of occurrence of destination information, and a total
of frequencies of occurrence of links, and that the recognition
degree calculation unit 53 may acquire a total of frequencies
of'occurrence of these from the linkage information accumu-
lation unit 56 via the linkage information retrieval unit 52.

A threshold value for the recognition degree calculation
unit 53 to determine a major or aminor of linkage information
may be common to source information, destination informa-
tion and a link, and may be a different value.

In the linkage information output apparatus according to
the first embodiment of the present invention, the recognition
degree calculation unit 53 is made to be configured so as to
calculate a recognition degree of a link using category infor-
mation, but is not limited to this. The recognition degree
calculation unit 53 may calculate a recognition degree of a
category of source information further, and may calculate a
recognition degree of a category of destination information
further.

In more details, the linkage information retrieval unit 52
acquires category information of source information and cat-
egory information of linked each destination information
from the linkage information accumulation unit 56. Then, the
recognition degree calculation unit 53, with respect to the
object information for which a recognition degree is to be
calculated among source information and acquired each des-
tination information, acquires a total of frequencies of occur-
rence corresponding to the object information among a total
of frequencies of occurrence of a category of all of source
information accumulated in the linkage information accumu-
lation unit 56, and a total of frequencies of occurrence of a
category of all of destination information accumulated in the
linkage information accumulation unit 56. The recognition
degree calculation unit 53 estimates an appearance probabil-
ity distribution from the acquired total of frequencies of
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occurrence, and using the estimated appearance probability
distribution, calculates an appearance probability of a cat-
egory of the object information as a recognition degree of the
object information. Alternatively, the recognition degree cal-
culation unit 53 calculates an average frequency of occur-
rence from the acquired total of frequencies of occurrence,
and calculates a difference between the calculated average
frequency of occurrence and a frequency of occurrence of a
category of the object information as a recognition degree of
the object information.

By means of a configuration like this, from a viewpoint of
a category, a recognition degree of source information and a
recognition degree of destination information can be appro-
priately calculated, and therefore, high interest information
can be narrowed down in a higher accuracy.

Besides, in this case, the recognition degree calculation
unit 53, in the case where the object information belongs to a
plurality of categories, an average value, the maximum or the
minimum of recognition degrees calculated with respect to
each category is made to be a recognition degree of the object
information. By means ofa configuration like this, even in the
case where a plurality of categories exist, a recognition degree
can be appropriately calculated.

Next, an other embodiment of the present invention will be
described using the figures. It is noted that the same reference
character will be is given to the same or corresponding part in
the figures, and thus the description will not be repeated.

Second Embodiment

The present embodiment relates to a linkage information
output apparatus with a relation content added as a reference
of unpredictability determination as compared with linkage
information output apparatus according to the first embodi-
ment. Contents other than those described in the following are
the same as those of a linkage information output apparatus
according to the first embodiment

Summary

In the linkage information output apparatus according to
the first embodiment of the present invention, an attention has
been focused on source information, destination information
and a link, but in addition to these, a relation content is also
important. For example, a geographical place and a person
linked with the place are considered. Even if source informa-
tion “sylvan music hall” and destination information “Seiji
Ozawa” are outputted as linkage information, it is not so
unpredictable. Because, this source information is a concert
hall, and this destination information is a conductor, and
therefore, existence of linkage is known because doing a
concert can be guessed. However, if the relation content is
“Seiji Ozawa has designed the sylvan music hall”, this is
information which has high unpredictability and attracts
interest. Because, the relation content differs from guessed
known information.

In technologies disclosed in the above-mentioned Non-
patent documents 1 and 2, a major degree and a minor degree
of a combination of two or more of source information, des-
tination information, a link and a relation content are not
taken into consideration, and therefore, there has been a prob-
lem that unpredictable information which attracts a user’s
interest could not be presented.

Control Structure

FIG. 6 is a block diagram indicating a control structure
which a linkage information output apparatus according to
the second embodiment of the present invention provides.
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Each block of a linkage information output apparatus 202
indicated in FIG. 6 is provided by reading out a program
(code) etc. stored in the hard disk 103 and writing to the main
memory 102, and making the CPU101 execute the program.
Besides, a part or all of modules shown in FIG. 6 may be
provided by a firmware implemented in hardware. Alterna-
tively, a part or all of control structures shown in FIG. 6 may
be realized by dedicated hardware and/or a wiring circuit.

With reference to FIG. 6, the linkage information output
apparatus 202, as compared with the linkage information
output apparatus according to the first embodiment of the
present invention, comprises a linkage information accumu-
lation unit 66 in place of the linkage information accumula-
tion unit 56. The CPU101, as compared with the linkage
information output apparatus according to the first embodi-
ment of the present invention, comprises as the control struc-
ture a recognition degree calculation unit 63 and a high inter-
est information narrowing unit 64 in place of the recognition
degree calculation unit 53 and the high interest information
narrowing unit 54. The linkage information accumulation
unit 66 corresponds to the main memory 102 or the hard disk
103 indicated in FIG. 1, for example.

The CPU101 is generally comprised of many units other
than each part indicated in FIG. 6, but units which are not
associated with the present invention are not illustrated for
making a description simple.

Hereinafter, a different point from the first embodiment of
the present invention will be mainly described. FIG. 7 is a
figure indicating examples of accumulation information of a
linkage information accumulation unit in the linkage infor-
mation output apparatus according to the second embodiment
of the present invention.

With reference to FIG. 7, the linkage information accumu-
lation unit 66 has a table T3 in place of the table T1 as
compared with the linkage information output apparatus
according to the first embodiment of the present invention. In
table T3, linkage information is accumulated, and one record
indicates one of linkage information. Then, the table T3 dif-
fers from the table T1 in that the table T3 includes, as linkage
information, not only source information, destination infor-
mation and a frequency, but a relation content. The first record
indicates that a relation content of “Nippon Budokan Hall”
and “Momoe Yamaguchi” is “concert.”” The second record
indicates that source information and destination information
are the same as that of the first record, but a relation content is
“Location”.

The recognition degree calculation unit 63 differs from the
recognition degree calculation unit 53 in that a recognition
degree of a relation content is further calculated. The recog-
nition degree calculation unit 63, in source information, des-
tination information or these categories, measures a recogni-
tion degree of the relation content depending on whether a
relation content appears frequently or not.

For example, a case where a category of source information
is “hall” and a category of destination information is “enter-
tainer” is considered. In this case, a recognition degree is high
since a frequency of a relation content “concert” is as high as
47. Since a frequency of a relation content “design” is as low
as 25, the recognition degree is low.

Alternatively, the linkage information output apparatus
202 has stored as a relation content in advance a relation
content which is considered that a recognition degree is high,
and in the case where a relation content of a recognition
degree determination object includes this relation content, it
may be determined that the recognition degree is high.

The high interest information narrowing unit 64 differs
from the high interest information narrowing unit 54 in that a
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rule in which a recognition degree of a relation content is
further taken into consideration is applied as described later.

Operation

Then, an operation of the linkage information output appa-
ratus according to the second embodiment of the present
invention will be described using the figures. In the second
embodiment of the present invention, a linkage information
output method according to the second embodiment of the
present invention is performed by operating the linkage infor-
mation output apparatus 202. Therefore, a description of the
linkage information output method according to the second
embodiment of the present invention is substituted by a
operation description of the following linkage information
output apparatus 202. In the following description, FIG. 6 is
referred to suitably.

FIG. 8 is a flow chart showing operation procedures in the
case where the linkage information output apparatus accord-
ing to the second embodiment of the present invention per-
forms linkage information output processing.

With reference to FIG. 8, first, the input unit 51 accepts one
or more of source information. For example, “Nippon Budo-
kan Hall” is inputted (Step S11).

Then, the linkage information retrieval unit 52 retrieves
linkage information. Where, search results including a rela-
tion content differs from the first embodiment of the present
invention. That is, in the case where accumulation contents of
a second linkage information accumulation unit 206 are
examples indicated in FIG. 7, the linkage information
retrieval unit 52 returns as search results a link frequency of
linkage information (“Nippon Budokan Hall”, “Momoe
Yamaguchi”, “concert”) of 47, a link frequency of linkage
information (“Nippon Budokan Hall”, “Momoe Yamaguchi”,
“Location”) of 3, or the like (Step S12).

Then, the recognition degree calculation unit 63, with
respect to each of linkage information, calculates a recogni-
tion degree of each of source information, destination infor-
mation, a link and a relation content. The recognition degree
of source information, destination information and a link is
calculated in the same way as that of the first embodiment of
the present invention. Then, the recognition degree calcula-
tion unit 63 calculates, as a recognition degree of the relation
content, a relative frequency against the whole linkage infor-
mation, a relative frequency against search results by the
linkage information retrieval unit 52, a relative difference
against an average frequency of occurrence, or an appearance
probability in an estimated distribution of the whole linkage
information. Alternatively, the recognition degree calculation
unit 63 calculates a recognition degree of the relation content
based on whether a keyword set in advance exists. Alterna-
tively, the recognition degree calculation unit 63, using cat-
egories of source information and destination information,
calculates, as a recognition degree of the relation content, an
appearance probability of the relation content of categories of
source information and destination information (Step S13).

In the linkage information output apparatus 202, for
example, in accordance with each equation in the following,
a recognition degree is calculated based on an appearance
probability of a relation content of a category of source infor-
mation and a category of destination information:

recognition degree(relation content 4B)=a frequency
of a relation content 4B of a category C4 of
source information 4 and a category CB of desti-
nation information B/a link frequency of a cat-
egory C4 of source information 4 and a category
CB of destination information B.
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Then, the recognition degree calculation unit 63 deter-
mines that the information is high in a recognition degree, and
is major if the calculated recognition degree is not less than a
prescribed threshold value set in advance.

For example, a recognition degree of a relation content in
the linkage information (“Nippon Budokan Hall”, “Momoe
Yamaguchi”, “Location”) is calculated as follows:

recognition degree(Location)=a frequency of a rela-
tion content “Location” of a category “hall” and
a category “entertainer’/a link frequency of a
category “hall” and a category “entertainer”.

Here, among linkage information where a category of
source information becomes “hall” and a category of desti-
nation information becomes “entertainer”, supposing a fre-
quency where a relation content is “Location” is 30, and the
link frequency is 500, the recognition degree is given by:

recognition degree(Location)=30/500=0.06.

In the case of linkage information (“Fukudaya hotel”,
“Momoe Yamaguchi”, “Location”), a recognition degree of a
relation content is calculated as follows:

recognition degree(Location)=a frequency of a rela-
tion content “Location” of a category “hotel” and
a category “entertainer’/a link frequency of a
category “hotel” and a category “entertainer”.

Here, among linkage information where a category of
source information becomes “hall” and a category of desti-
nation information becomes “entertainer”, supposing a fre-
quency where a relation content is “Location” is 80, and the
link frequency is 400, the recognition degree is given by:

recognition degree(Location)=80/400=0.20.

That is, it turns out that it is more nearly major for an
entertainer to do Location in a hotel as compared with an
entertainer doing Location in a hall.

Then, the high interest information narrowing unit 64
accepts a recognition degree from the recognition degree
calculation unit 63, and determines whether there exists
unpredictability in the linkage information by referring to a
rule incorporated inside the high interest information narrow-
ing unit 64 (Step S14).

FIG. 9 is a figure indicating an example of a rule of an
unpredictability determination in the high interest informa-
tion narrowing unit 64. With reference to FIG. 9, this rule
indicates whether there exists unpredictability for every com-
bination of whether source information, destination informa-
tion, a link and a relation content is each major.

In examples indicated in FIG. 9, in the case where all of
source information, destination information, a link and a rela-
tion content are major, it is determined that there is no unpre-
dictability. Because, it is considered that such information is
ordinary linkage information which everyone knows, and a
possibility of being already known information is high.

On the contrary, also in the case where all of source infor-
mation, destination information, a link and a relation content
are minor, it is determined that there is no unpredictability.
Because, it is considered that such information is the infor-
mation which a user does not know or not wish to know very
much, and the meaning cannot be guessed even if presented.
In the case where a recognition degree of one of source
information and destination information is high and the other
is low, and a recognition degree of'a link and a relation content
is low, it is considered that such information is the informa-
tion where destination information or source information is
known for a user, but the relation content is unpredictable.

In more details, the high interest information narrowing
unit 64 determines that such information has unpredictability
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in the case where recognition degrees of source information,
destination information and a link are high, and a recognition
degree of a relation content is low. In addition, the high
interest information narrowing unit 64 determines that there
exists the unpredictability in the case where all the recogni-
tion degrees of source information, destination information,
and a link are low, and a recognition degree of a relation
content is high. The high interest information narrowing unit
64, in the case where a recognition degree of one of source
information and destination information is high and the other
is low, and a recognition degree of a link is low, determines
that such information has the unpredictability. The high inter-
est information narrowing unit 64, in the case where a recog-
nition degree of source information and destination informa-
tion is high, and a recognition degree of at least one of a link
and relation content is low, determines that such information
has the unpredictability. Then, in the cases other than those,
the high interest information narrowing unit 64 determines
that the information does not have the unpredictability.

Furthermore, the high interest information narrowing unit
64 may have a degree of unpredictability included in these
rules. For example, the high interest information narrowing
unit 64, in the case where a recognition degree of source
information and destination information is high, and a recog-
nition degree of at least one of a link and relation content is
low, determines that such information is the information hav-
ing the unpredictability which is high in ahigh level. The high
interest information narrowing unit 64, in the case where a
recognition degree of one of source information and destina-
tion information is high and the other is low, a recognition
degree of a link is low, and a recognition degree of a relation
content is high, determines that such information is the infor-
mation having the unpredictability which is high in a middle
level. By means of a configuration like this, only linkage
information having a high degree of unpredictability can be
given to the outputting unit 55.

Finally, the outputting unit 55 accepts information from the
high interest information narrowing unit 64, and outputs this
(Step S15).

As mentioned above, in the linkage information output
apparatus according to the second embodiment of the present
invention, the linkage information retrieval unit 52, receiving
source information from the input unit 51, acquires from the
linkage information accumulation unit 66: a plurality of des-
tination information linked with source information; a rela-
tion content of source information and each destination infor-
mation; a frequency of occurrence of source information; a
frequency of occurrence of each destination information; a
frequency of occurrence of a link between source information
and each destination information; and a frequency of occur-
rence of each relation content. The recognition degree calcu-
lation unit 63, based on acquired each frequency of occur-
rence, calculates: a recognition degree of source information;
a recognition degree of acquired each destination informa-
tion; a recognition degree of each link; and a recognition
degree of acquired each relation content. Then, the high inter-
est information narrowing unit 64, based on a recognition
degree of source information, a recognition degree of desti-
nation information, a recognition degree of a link, and a
recognition degree of a relation content, selects one or more
of destination information from among destination informa-
tion to be outputted to the outputting unit 55.

In this manner, by using a recognition degree of source
information, destination information, a link, and a relation
content, it is possible to carry out narrowing-down to high
interest information which is more unpredictable as com-
pared with the linkage information output apparatus accord-
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ing to the first embodiment of the present invention, and
thereby, it becomes possible to present unpredictable infor-
mation which furthermore attracts a user’s interest.

In the linkage information output apparatus according to
the second embodiment of the present invention, the high
interest information narrowing unit 64, as indicated in FIG. 9,
from among destination information, selects destination
information where a recognition degree of source informa-
tion, a recognition degree of destination information, and a
recognition degree of a link become higher than a prescribed
threshold value, and a recognition degree of a relation content
becomes lower than a prescribed threshold value. In addition,
the high interest information narrowing unit 64, from among
destination information, selects destination information
where a recognition degree of source information, a recogni-
tion degree of destination information, and a recognition
degree of a link become lower than a prescribed threshold
value, and a recognition degree of a relation content becomes
higher than a prescribed threshold value. In addition, the high
interest information narrowing unit 64, from among destina-
tion information, selects destination information where a rec-
ognition degree of source information and a recognition
degree of destination information become higher than a pre-
scribed threshold value, and at least one of a recognition
degree of a link and a recognition degree of a relation content
becomes lower than a prescribed threshold value. In addition,
the high interest information narrowing unit 64, from among
destination information, selects destination information
where a recognition degree of one of a recognition degree of
the source information and destination information become
higher than a prescribed threshold value, and a recognition
degree of the other becomes lower than a prescribed threshold
value, and a recognition degree of a link becomes lower than
a prescribed threshold value.

By means of a configuration like this, unpredictable high
interest information can be appropriately narrowed down
from a plurality of linkage information.

In addition, the linkage information output apparatus
according to the second embodiment of the present invention,
the high interest information narrowing unit 64, as indicated
in FIG. 9, from among selected destination information,
selects destination information where a recognition degree of
source information and a recognition degree of destination
information become higher than a prescribed threshold value,
and at least one of a recognition degree of a link and a
recognition degree of a relation content becomes lower than a
prescribed threshold value as destination information where
unpredictability is high in a high level among selected desti-
nation information. In addition, the high interest information
narrowing unit 64, from among destination information,
selects destination information where a recognition degree of
one of a recognition degree of source information and desti-
nation information becomes higher than a prescribed thresh-
old value, and a recognition degree of the other becomes
lower than a prescribed threshold value, and a recognition
degree of a link becomes lower than a prescribed threshold
value, and a recognition degree of a relation content becomes
higher than a prescribed threshold value as destination infor-
mation where unpredictability is high in a middle level among
selected destination information.

By means of a configuration like this, it is possible to
present a user unpredictable high interest information step by
step, and a user’s degree of satisfaction can be enhanced
further.

In the linkage information output apparatus according to
the second embodiment of the present invention, the linkage
information retrieval unit 52, further, acquires category infor-
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mation of source information, and category information of
linked each destination information from the linkage infor-
mation accumulation unit 66. Then, the recognition degree
calculation unit 63, with respect to a link between a categories
of each of source information and destination information
corresponding to a relation content of which a recognition
degree is to be calculated, calculates an appearance probabil-
ity of a relation content based on a total of frequencies of
occurrence of links between categories and on a frequency of
occurrence of a relation content, and makes the calculated
appearance probability be a recognition degree of the relation
content.

By means of a configuration like this, a recognition degree
of a link is appropriately calculated from a viewpoint of a
category, and thereby, high interest information can be nar-
rowed down in a higher accuracy.

Besides, in the linkage information output apparatus
according to the second embodiment of the present invention,
the high interest information narrowing unit 64 is made to be
configured so as to select one or more of destination informa-
tion from each destination information based on a recognition
degree of source information, a recognition degree of desti-
nation information, a recognition degree of a link, and a
recognition degree of relation content, but is not limited to
this. The high interest information narrowing unit 64 may be
configured so as to select one or more of destination informa-
tion from among destination information based on a combi-
nation of two or more among a recognition degree of source
information, a recognition degree of destination information,
a recognition degree of a link, and a recognition degree of
relation content.

Inthis case, itis possible to apply a narrowing-down rule in
the first embodiment of the present invention to the linkage
information output apparatus according to the second
embodiment of the present invention. Other than this, for
example, the high interest information narrowing unit 64
selects source information and a relation content, and deter-
mines that the linkage information has the unpredictability in
the case where the source information is major and the rela-
tion content is minor. In addition, the high interest informa-
tion narrowing unit 64 selects destination information and a
relation content, and determines that the linkage information
has the unpredictability in the case where the destination
information is major and the relation content is minor. In
addition, the high interest information narrowing unit 64
selects a link and a relation content, and determines that the
linkage information has the unpredictability in the case where
the link is major and the relation content is minor.

In the linkage information output apparatus according to
the second embodiment of the present invention, the high
interest information narrowing unit 64 is made to be config-
ured so as to determine the unpredictability in accordance
with a rule indicated in FIG. 9, but is not limited to this. The
high interest information narrowing unit 64, for example,
may be configured so as to determine that there is the unpre-
dictability only in the case where source information, desti-
nation information, and a link are major and a relation content
is minor, and only in the case where source information,
destination information, and a link are minor and a relation
content is major.

Next, an other embodiment of the present invention will be
described using the figures. It is noted that the same reference
character will be given to the same or corresponding part in
the figures, and thus the description will not be repeated.

Third Embodiment

The present embodiment relates to a position information
display apparatus to which the linkage information output
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apparatus according to the second embodiment is applied.
Contents other than described in the following are the same as
those of the linkage information output apparatus according
to the first embodiment or the second embodiment.

FIG. 10 is a block diagram indicating a control structure
which a position information display apparatus according to
the third embodiment of the present invention provides.

Each block of a position information display apparatus 401
indicated in FIG. 10 is provided by reading out a program
(code) etc. stored in the hard disk 103 and writing to the main
memory 102, and making a CPU101 execute the program.
Besides, a part or all of modules shown in FIG. 10 may be
provided by a firmware implemented in hardware. Alterna-
tively, a part or all of control structures shown in FIG. 10 may
be realized by dedicated hardware and/or a wiring circuit.

With reference to FIG. 10, the position information display
apparatus 401 comprises the CPU101, a position information
accumulation unit 305, and a linkage information accumula-
tion unit 306. The CPU101 includes an input unit 301, a
position information retrieval unit 302, a linkage information
narrowing unit 303, and an outputting unit 304 as the control
structure. The position information accumulation unit 305
and the linkage information accumulation unit 306, for
example, corresponds to the main memory 102 or the hard
disk 103 indicated in FIG. 1.

The CPU101 is generally comprised of many units other
than each part indicated in FIG. 10, but units which are not
associated with the present invention are not illustrated for
making a description simple.

The position information accumulation unit 305 accumu-
lates spot information of a station, a building, a temple, etc.
together with a name thereof, information specifying places
of an address, a latitude-longitude or the like and a category
indicating a classification.

The linkage information accumulation unit 306 accumu-
lates linkage information linked with position information.
That is, the linkage information accumulation unit 306 accu-
mulates information where source information is made to be
position information, destination information is made to be a
name of things (hereinafter, also referred to as a relation
object) linked with the position, and a relation content is made
to be a keyword and sentence indicating linkage of position
information and a relation object.

The position information retrieval unit 302 refers to the
position information accumulation unit 305 and retrieves
position information with a name of position information, an
address of position information, a latitude-longitude of posi-
tion information, and a category of position information as a
condition.

The linkage information narrowing unit 303 corresponds
to the linkage information retrieval unit 52, the recognition
degree calculation unit 63, and the high interest information
narrowing unit 64 in the linkage information output apparatus
according to the second embodiment of the present invention.
Where, the linkage information narrowing unit 303 also per-
forms filtering for an output of the high interest information
narrowing unit 64 by means of a category of linkage infor-
mation and a keyword of a relation content.

FIG. 11 is a figure indicating an example of an input con-
tent which an input unit in the position information display
apparatus according to the third embodiment of the present
invention provides.

With reference to FIG. 11, first, the input unit 301 accepts
an input from a user. That is, the input unit 301 accepts a
search condition as information from a user.

In more details, the input unit 301 accepts one or more
search conditions among spatial narrowing conditions such
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as a name of position information, an address of position
information and a latitude-longitude, and conditions with
respect to a position such as a position information category,
and conditions with respect to a relation object such as a name
of'the relation object, a category of the relation object, and a
relation content keyword. For example, in examples of FIG.
12, the input unit 301 accepts a latitude-longitude, a range of
position information, an address, a category of a relation
object, and a keyword of a relation content. In examples of
FIG. 11, there exists also a field for specifying upper limit of
aposition information list and upper limit of a relation object
information list, which is displayed at the time of an output of
linkage information.

Then, the position information retrieval unit 302 refers to
the position information accumulation unit 305, and narrows
down position information.

FIG. 12 is a figure indicating an example of accumulation
information of the position information accumulation unit in
the position information display apparatus according to the
third embodiment of the present invention.

With reference to FIG. 12, the position information accu-
mulation unit 305 is a database to accumulate a name of
position information, an address of position information, a
latitude-longitude of position information and a category of
position information.

The position information retrieval unit 302 retrieves posi-
tion information based on conditions with respect to position
information. For example, suppose that “Nippon Budokan
Hall” and “sylvan music hall” are acquired as a result of
search.

Then, the linkage information narrowing unit 303, with a
name of position information and conditions with respect to a
relation object as an input, refers to the linkage information
accumulation unit 306 and performs narrowing down into
unpredictable linkage information. For example, with “Nip-
pon Budokan Hall” as an input, linkage information (“Nippon
Budokan Hall”, “Momoe Yamaguchi”, “Location”), linkage
information (“Nippon Budokan Hall”, “Self-Defense
Forces”, “concert”), and linkage information (“sylvan music
hall”, “Seiji Ozawa”, “design”) are returned.

The outputting unit 304 displays results conforming to
search conditions from a user, i.e. position information and
linkage information acquired by the position information
retrieval unit 302 and the linkage information narrowing unit
303. The outputting unit 304 outputs linkage information to
the hard disk 103 or the display 110 indicated in FIG. 1, for
example.

FIG. 13 is a figure indicating an example of output contents
of'the position information display apparatus according to the
third embodiment of the present invention.

With reference to FIG. 13, the outputting unit 304 outputs
a position information list on an upper part (position infor-
mation display area) of a screen of the display 110, for
example, and outputs a relation object list on a lower part
(relation object information display area). When a user
selects position information on the screen upper part in the
screen, a relation object list on the screen lower part is nar-
rowed down, by the outputting unit 304, into only ones linked
with the selected position information. In addition, the out-
putting unit 304, if a user selects a relation object, displays a
detailed page of the selected relation object.

Since other configurations and operations are the same as
those of the linkage information output apparatus according
to the second embodiment, detailed descriptions are not
repeated here.

A part or all of the above-mentioned embodiments are
described also as the following additional statements, and
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however, the scope of the present invention is not limited to
the following additional statements.

Additional Statement 1

A linkage information output apparatus for outputting
information linked with source information comprising:

a linkage information retrieval unit which receives said
source information, and acquires a plurality of destination
information linked with said source information, a frequency
of occurrence of said source information, a frequency of
occurrence of linked each said destination information, and a
frequency of occurrence of a link of said source information
and said each destination information, from a linkage infor-
mation accumulation unit provided inside or outside said
linkage information output apparatus;

a recognition degree calculation unit which, based on
acquired each said frequency of occurrence, calculates a rec-
ognition degree of said source information, a recognition
degree of acquired said each destination information, and a
recognition degree of each said link; and

a high interest information narrowing unit which selects
one or more of said destination information from among said
each destination information based on a combination of two
or more among a recognition degree of said source informa-
tion, a recognition degree of said destination information and
a recognition degree of said link, and outputs at least selected
said destination information.

Additional Statement 2

The Linkage information output apparatus according to
Additional statement 1, wherein

said high interest information narrowing unit selects any
two among said source information, said destination infor-
mation, and said link, and selects, from among said each
destination information, said destination information where a
recognition degree of one of the selected ones becomes higher
than a prescribed threshold value and a recognition degree of
the other becomes lower than a prescribed threshold value.

Additional Statement 3

The linkage information output apparatus according to
Additional statement 1 or Additional statement 2, wherein

said high interest information narrowing unit selects, from
among said each destination information, said destination
information where at least one of a recognition degree of said
source information or a recognition degree of said destination
information becomes higher than a prescribed threshold
value, and a recognition degree of said link becomes lower
than a prescribed threshold value.

Additional Statement 4

The linkage information output apparatus according to
Additional statement 2 or Additional statement 3, wherein

said high interest information narrowing unit, further, from
among selected said destination information, selects destina-
tion information where a recognition degree of said source
information and a recognition degree of said destination
information become higher than a prescribed threshold value,
and where a recognition degree of said link becomes lower
than a prescribed threshold value, as destination information
where unpredictability is high in a high level.

Additional Statement 5

The linkage information output apparatus according to any
of Additional statements 1 to 4, wherein
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said recognition degree calculation unit, with respect to
object information for which said recognition degree is to be
calculated among said source information and acquired said
each destination information and said each link, acquires a
total of frequencies of occurrence corresponding to said
object information among a total of frequencies of occurrence
ofall of source information accumulated in said linkage infor-
mation accumulation unit and a total of frequencies of occur-
rence of all of destination information accumulated in said
linkage information accumulation unit and a total of frequen-
cies of occurrence of all the links accumulated in said linkage
information accumulation unit, and estimates an appearance
probability distribution from acquired said total of frequen-
cies of occurrence, and calculates an appearance probability
of said object information as a recognition degree of said
object information using said estimated appearance probabil-
ity distribution.

Additional Statement 6

The linkage information output apparatus according to any
of Additional statements 1 to 4, wherein

said recognition degree calculation unit, with respect to an
object information where said recognition degree is to be
calculated among said source information, acquired said each
destination information, and said link, acquires a total of
frequencies of occurrence corresponding to said object infor-
mation among a total of frequencies of occurrence of all of
source information accumulated in said linkage information
accumulation unit and a total of frequencies of occurrence of
all of destination information accumulated in said linkage
information accumulation unit and a total of frequencies of
occurrence of all the links accumulated in said linkage infor-
mation accumulation unit, and calculates an average fre-
quency of occurrence from acquired said total of frequencies
of'occurrence, and calculates, as a recognition degree of said
objectinformation, a difference between said calculated aver-
age frequency of occurrence and the frequency of occurrence
of said object information.

Additional Statement 7

The linkage information output apparatus according to any
of Additional statements 1 to 6, wherein

said linkage information retrieval unit, further, acquires
category information of'said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

said recognition degree calculation unit, from a total of
frequencies of occurrence of links between categories of said
source information and said destination information corre-
sponding to an object link which is said link of which said
recognition degree is to be calculated, estimates an appear-
ance probability distribution, and using said estimated
appearance probability distribution, calculates an appearance
probability of the link between said categories as a recogni-
tion degree of said object link.

Additional Statement 8

The linkage information output apparatus according to
Additional statement 7, wherein

said recognition degree calculation unit, in the case where
at least one of said source information and said destination
information which correspond to said object link belongs to a
plurality of categories, an average value, the maximum or the
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minimum of said recognition degrees calculated with respect
to each said category is made to be a recognition degree of
said object link.

Additional Statement 9

The linkage information output apparatus according to any
of Additional statements 1 to 8, wherein

said linkage information retrieval unit, further, acquires
category information of said source information, and cat-
egory information of linked said each destination information
from said linkage information accumulation unit, and

said recognition degree calculation unit, with respect to
object information of which said recognition degree is to be
calculated among said source information and acquired said
each destination information, acquires a total of frequencies
of occurrence corresponding to said object information
among a total of frequencies of occurrence of categories of all
of source information accumulated in said linkage informa-
tion accumulation unit, and a total of frequencies of occur-
rence of categories of all of destination information accumu-
lated in said linkage information accumulation unit, and
estimates an appearance probability distribution from
acquired said total of frequencies of occurrence, and calcu-
lates an appearance probability of the category of said object
information as a recognition degree of said object informa-
tion using said estimated appearance probability distribution.

Additional Statement 10

The linkage information output apparatus according to any
of Additional statements 1 to 8, wherein

said linkage information retrieval unit, further, acquires
category information of said source information, and cat-
egory information of linked said each destination information
from said linkage information accumulation unit, and

said recognition degree calculation unit, with respect to
object information of which said recognition degree is to be
calculated among said source information and acquired said
each destination information, acquires a total of frequencies
of occurrence corresponding to said object information
among a total of frequencies of occurrence of categories of all
of source information accumulated in said linkage informa-
tion accumulation unit, and a total of frequencies of occur-
rence of categories of all of destination information accumu-
lated in said linkage information accumulation unit, and
calculates an average frequency of occurrence from acquired
said total of frequencies of occurrence, and calculates a dif-
ference between the calculated average frequency of occur-
rence and the frequency of occurrence of the category of said
object information as a recognition degree of said object
information.

Additional Statement 11

The linkage information output apparatus according to
Additional statement 9 or Additional statement 10, wherein

said recognition degree calculation unit, in the case where
said object information belongs to a plurality of categories, an
average value, the maximum or the minimum of said recog-
nition degree calculated with respect to each said category is
made to be a recognition degree of said object information.

Additional Statement 12

The linkage information output apparatus according to any
of Additional statements 1 to 11, wherein
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said linkage information retrieval unit, on receiving said
source information, from said linkage information accumu-
lation unit, acquires: a plurality of destination information
linked with said source information; a relation content of said
source information and each said destination information; a
frequency of occurrence of said source information; a fre-
quency of occurrence of said each destination information; a
frequency of occurrence of a link of said source information
and said each destination information; and a frequency of
occurrence of each said relation content, and
said recognition degree calculation unit, based on acquired
each said frequency of occurrence, calculates: a recognition
degree of said source information; a recognition degree of
acquired said each destination information; a recognition
degree of each said link; and a recognition degree of acquired
said each relation content, and
said high interest information narrowing unit, based on a
combination of two or more among a recognition degree
of said source information, a recognition degree of said
destination information, a recognition degree of said
link and a recognition degree of said relation content,
selects one or more of said destination information from
said each destination information, and outputs at least
selected said destination information.

Additional Statement 13

The linkage information output apparatus according to
Additional statement 12, wherein

said high interest information narrowing unit selects, from
among said each destination information, said destination
information where a recognition degree of said source infor-
mation, a recognition degree of said destination information,
and a recognition degree of said link become higher than a
prescribed threshold value, and a recognition degree of said
relation content becomes lower than a prescribed threshold
value, and

selects, from among said each destination information,
said destination information where a recognition degree of
said source information, a recognition degree of said destina-
tion information, and a recognition degree of said link
become lower than a prescribed threshold value, and a rec-
ognition degree of said relation content becomes higher than
a prescribed threshold value.

Additional Statement 14

The linkage information output apparatus according to
Additional statement 13, wherein
said high interest information narrowing unit, further, selects,
from among said each destination information, said destina-
tion information where a recognition degree of said source
information and a recognition degree of said destination
information become higher than a prescribed threshold value,
and at least one of a recognition degree of said link and a
recognition degree of said relation content becomes lower
than a prescribed threshold value, and

selects, from among said each destination information,
said destination information where a recognition degree of
one of a recognition degree of said source information and
said destination information become higher than a prescribed
threshold value, and a recognition degree of the other
becomes lower than a prescribed threshold value, and a rec-
ognition degree of said link becomes lower than a prescribed
threshold value,

said high interest information narrowing unit, selects, from
among selected said destination information, said destination
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information where a recognition degree of said source infor-
mation and a recognition degree of said destination informa-
tion become higher than a prescribed threshold value, and at
least one of a recognition degree of'said link and a recognition
degree of said relation content becomes lower than a pre-
scribed threshold value, as destination information where
unpredictability is high in a high level among said selected
destination information, and selects said destination informa-
tion where a recognition degree of one of a recognition degree
of said source information and said destination information
becomes higher than a prescribed threshold value, and a rec-
ognition degree of the other becomes lower than a prescribed
threshold value, a recognition degree of said link becomes
lower than a prescribed threshold value, and a recognition
degree of said relation content becomes higher than a pre-
scribed threshold value, as destination information where
unpredictability is high in a middle level among selected said
destination information.

Additional Statement 15

The linkage information output apparatus according to any
of Additional statements 12 to 14, wherein

said linkage information retrieval unit, further, acquires
category information of said source information, and cat-
egory information of linked said each destination information
from said linkage information accumulation unit, and

said recognition degree calculation unit, with respect to
links between categories of each of said source information
and said destination information which correspond to said
relation content of which said recognition degree is to be
calculated, calculates an appearance probability of said rela-
tion content based on a total of frequencies of occurrence of
links between said categories and frequencies of occurrence
of'said relation content, and said calculated appearance prob-
ability is made to be a recognition degree of said relation
content.

Additional Statement 16

A linkage information output method in a linkage informa-
tion output apparatus for outputting information linked with
source information, comprising the steps of:

acquiring, on receiving said source information, a plurality
of destination information linked with said source informa-
tion, a frequency of occurrence of said source information, a
frequency of occurrence of linked each said destination infor-
mation, and a frequency of occurrence of a link of said source
information and said each destination information, from a
linkage information accumulation unit provided inside or
outside said linkage information output apparatus;

calculating, based on acquired each said frequency of
occurrence, a recognition degree of said source information,
a recognition degree of acquired said each destination infor-
mation, a recognition degree of each said link; and

selecting one or more of said destination information from
among said each destination information based on a combi-
nation of two or more among a recognition degree of said
source information, a recognition degree of said destination
information and a recognition degree of said link, and out-
putting at least selected said destination information.

Additional Statement 17

The linkage information output method according to Addi-
tional statement 16, wherein
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in the step for selecting said destination information,
selected are any two among said source information, said
destination information, and said link, and selected from
among said each destination information is said destination
information where a recognition degree of one of the selected
ones becomes higher than a prescribed threshold value and a
recognition degree of the other becomes lower than a pre-
scribed threshold value.

Additional Statement 18

The linkage information output method according to Addi-
tional statement 16 or Additional statement 17, wherein

in the step for selecting said destination information,
selected is, from among said each destination information,
said destination information where at least one of a recogni-
tion degree of said source information or a recognition degree
of said destination information becomes higher than a pre-
scribed threshold value, and a recognition degree of said link
becomes lower than a prescribed threshold value.

Additional Statement 19

The linkage information output method according to Addi-
tional statement 17 or Additional statement 18, wherein

in the step for selecting said destination information, fur-
ther, from among selected said destination information,
selected is destination information where a recognition
degree of said source information and a recognition degree of
said destination information become higher than a prescribed
threshold value, and where a recognition degree of said link
becomes lower than a prescribed threshold value, as destina-
tion information where unpredictability is high in a high level.

Additional Statement 20

The linkage information output method according to any of
Additional statements 16 to 19, wherein

in the step for calculating said recognition degree, with
respect to object information for which said recognition
degree is to be calculated among said source information and
acquired said each destination information and said each link,
acquired are a total of frequencies of occurrence correspond-
ing to said object information among a total of frequencies of
occurrence of all of source information accumulated in said
linkage information accumulation unit and a total of frequen-
cies of occurrence of all of destination information accumu-
lated in said linkage information accumulation unit and a total
of frequencies of occurrence of all the links accumulated in
said linkage information accumulation unit, and estimated is
an appearance probability distribution from acquired said
total of frequencies of occurrence, and calculated is an
appearance probability of said object information as a recog-
nition degree of said object information using said estimated
appearance probability distribution.

Additional Statement 21

The linkage information output method according to any of
Additional statements 16 to 19, wherein

in the step for calculating said recognition degree, with
respect to an object information where said recognition
degree is to be calculated among said source information,
acquired said each destination information, and said link,
acquired are a total of frequencies of occurrence correspond-
ing to said object information among a total of frequencies of
occurrence of all of source information accumulated in said
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linkage information accumulation unit and a total of frequen-
cies of occurrence of all of destination information accumu-
lated in said linkage information accumulation unit and a total
of frequencies of occurrence of all the links accumulated in
said linkage information accumulation unit, and calculated is
an average frequency of occurrence from acquired said total
of frequencies of occurrence, and calculated is, as a recogni-
tion degree of said object information, a difference between
said calculated average frequency of occurrence and the fre-
quency of occurrence of said object information.

Additional Statement 22

The linkage information output method according to any of
Additional statements 16 to 21, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired are
category information of said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

in the step for calculating said recognition degree, from a
total of frequencies of occurrence of links between categories
of said source information and said destination information
corresponding to an object link which is said link of which a
recognition degree is to be calculated, estimated is an appear-
ance probability distribution, and using said estimated
appearance probability distribution, calculated is, as a recog-
nition degree of said object link, an appearance probability of
a link between said categories.

Additional Statement 23

The linkage information output method according to Addi-
tional statement 22, wherein

in the step for calculating said recognition degree, in the
case where at least one of said source information and said
destination information which correspond to said object link
belongs to a plurality of categories, an average value, the
maximum or the minimum of said recognition degrees cal-
culated with respect to each said category is made to be a
recognition degree of said object link.

Additional Statement 24

The linkage information output method according to any of
Additional statements 16 to 23, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired are
category information of said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

in the step for calculating said recognition degree, with
respect to object information of which said recognition
degree is to be calculated among said source information and
acquired said each destination information, acquired are a
total of frequencies of occurrence corresponding to said
objectinformation among a total of frequencies of occurrence
of categories of all of source information accumulated in said
linkage information accumulation unit, a total of frequencies
of occurrence of categories of all of destination information
accumulated in said linkage information accumulation unit,
and a total of frequencies of occurrence of categories of all the
links accumulated in said linkage information accumulation
unit, and estimated is an appearance probability distribution
from acquired said total of frequencies of occurrence, and
calculated is an appearance probability of a category of said

10

15

20

25

30

35

40

45

55

34

object information as a recognition degree of said object
information using said estimated appearance probability dis-
tribution.

Additional Statement 25

The linkage information output method according to any of
Additional statements 16 to 23, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired are
category information of'said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

in the step for calculating said recognition degree, with
respect to object information of which said recognition
degree is to be calculated among said source information and
acquired said each destination information, acquired are a
total of frequencies of occurrence corresponding to said
object information among a total of frequencies of occurrence
of categories of all of source information accumulated in said
linkage information accumulation unit, a total of frequencies
of occurrence of categories of all of destination information
accumulated in said linkage information accumulation unit,
and a total of frequencies of occurrence of categories of all the
links accumulated in said linkage information accumulation
unit, and calculated is an average frequency of occurrence
from acquired said total of frequencies of occurrence, and
calculated is a difference between the calculated average
frequency of occurrence and the frequency of occurrence of
the category of said object information as a recognition
degree of said object information.

Additional Statement 26

The linkage information output method according to Addi-
tional statements 24 or 25, wherein

in the step for calculating said recognition degree, in the
case where said object information belongs to a plurality of
categories, an average value, the maximum or the minimum
of'said recognition degree calculated with respect to each said
category is made to be a recognition degree of said object
information.

Additional Statement 27

The linkage information output method according to any of
Additional statements 16 to 26, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, on receiving said
source information, from said linkage information accumu-
lation unit, acquired are a plurality of destination information
linked with said source information, a relation content of said
source information and each said destination information, a
frequency of occurrence of said source information, and a
frequency of occurrence of said each destination information,
afrequency of occurrence of a link of said source information
and said each destination information, and a frequency of
occurrence of each said relation content, and

in the step for calculating said recognition degree, based on
acquired each said frequency of occurrence, calculated are a
recognition degree of said source information, a recognition
degree of acquired said each destination information, a rec-
ognition degree of each said link, and a recognition degree of
acquired said each relation content, and

in the step for selecting said destination information, based
on a combination of two or more among a recognition degree
of said source information, a recognition degree of said des-
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tination information, a recognition degree of said link and a
recognition degree of said relation content, selected are one or
more of said destination information from said each destina-
tion information, and outputted is at least selected said desti-
nation information.

Additional Statement 28

The linkage information output method according to Addi-
tional statement 27, wherein

in the step for selecting said destination information,
selected is, from among said each destination information,
said destination information where a recognition degree of
said source information, a recognition degree of said destina-
tion information, and a recognition degree of said link
become higher than a prescribed threshold value, and a rec-
ognition degree of'said relation content becomes lower than a
prescribed threshold value, and selected is, from among said
each destination information, said destination information
where a recognition degree of said source information, a
recognition degree of said destination information, and a
recognition degree of said link become lower than a pre-
scribed threshold value, and a recognition degree of said
relation content becomes higher than a prescribed threshold
value.

Additional Statement 29

The linkage information output method according to Addi-
tional statement 28, wherein

in the step for selecting said destination information, fur-
ther, selected is, from among said each destination informa-
tion, said destination information where a recognition degree
of said source information and a recognition degree of said
destination information become higher than a prescribed
threshold value, and at least one of a recognition degree of
said link and a recognition degree of said relation content
becomes lower than a prescribed threshold value, as destina-
tion information where unpredictability is high in a high level
among said selected destination information, and

selected is, from among said each destination information,
said destination information where a recognition degree of
one of a recognition degree of said source information and
said destination information becomes higher than a pre-
scribed threshold value, and a recognition degree of the other
becomes lower than a prescribed threshold value, and a rec-
ognition degree of said link becomes lower than a prescribed
threshold value, and

from among selected said destination information, selected
is destination information where a recognition degree of said
source information and a recognition degree of said destina-
tion information become higher than a prescribed threshold
value, and at least one of a recognition degree of said link and
a recognition degree of said relation content becomes lower
than a prescribed threshold value, as destination information
where unpredictability is high in a high level among said
selected destination information, and selected is said destina-
tion information where a recognition degree of one of a rec-
ognition degree of said source information and said destina-
tion information becomes higher than a prescribed threshold
value, and a recognition degree of the other becomes lower
than a prescribed threshold value, a recognition degree of said
link becomes lower than a prescribed threshold value, and a
recognition degree of said relation content becomes higher
than a prescribed threshold value, as destination information
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where unpredictability is high in a middle level among
selected said destination information.

Additional Statement 30

The linkage information output method according to any of
Additional statements 27 to 29, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired are
category information of'said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

in the step for calculating said recognition degree, with
respect to links between categories of each of said source
information and said destination information which corre-
spond to said relation content of which said recognition
degree is to be calculated, calculated is an appearance prob-
ability of said relation content based on a total of frequencies
of occurrence of links between said categories and frequen-
cies of occurrence of said relation content, and said calculated
appearance probability is made to be a recognition degree of
said relation content.

Additional Statement 31

A computer-readable recording medium having a linkage
information output program used in a linkage information
output apparatus for outputting information linked with
source information recorded, the linkage information output
program making a computer execute the steps of:

acquiring, on receiving said source information, a plurality
of destination information linked with said source informa-
tion, a frequency of occurrence of said source information, a
frequency of occurrence of linked each said destination infor-
mation, and a frequency of occurrence of a link of said source
information and said each destination information, from a
linkage information accumulation unit provided inside or
outside said linkage information output apparatus;

calculating, based on acquired each said frequency of
occurrence, a recognition degree of said source information,
a recognition degree of acquired said each destination infor-
mation, a recognition degree of each said link; and

selecting one or more of said destination information from
among said each destination information based on a combi-
nation of two or more among a recognition degree of said
source information, a recognition degree of said destination
information and a recognition degree of said link, and out-
putting at least selected said destination information.

Additional Statement 32

The computer-readable recording medium according to
Additional statement 31, wherein

in the step for selecting said destination information,
selected are any two among said source information, said
destination information, and said link, and selected from
among said each destination information is said destination
information where a recognition degree of one of the selected
ones becomes higher than a prescribed threshold value and a
recognition degree of the other becomes lower than a pre-
scribed threshold value.

Additional Statement 33

The computer-readable recording medium according to
Additional statements 31 or 32, wherein
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in the step for selecting said destination information,
selected is, from among said each destination information,
said destination information where at least one of a recogni-
tion degree of said source information or a recognition degree
of said destination information becomes higher than a pre-
scribed threshold value, and a recognition degree of said link
becomes lower than a prescribed threshold value.

Additional Statement 34

The computer-readable recording medium according to
Additional statements 32 or 33, wherein

in the step for selecting said destination information, fur-
ther, from among selected said destination information,
selected is destination information where a recognition
degree of said source information and a recognition degree of
said destination information become higher than a prescribed
threshold value, and where a recognition degree of said link
becomes lower than a prescribed threshold value, as destina-
tion information where unpredictability is high in a high level.

Additional Statement 35

The computer-readable recording medium according to
any of Additional statements 31 to 34, wherein

in the step for calculating said recognition degree, with
respect to object information for which said recognition
degree is to be calculated among said source information and
acquired said each destination information and said each link,
acquired are a total of frequencies of occurrence correspond-
ing to said object information among a total of frequencies of
occurrence of all of source information accumulated in said
linkage information accumulation unit and a total of frequen-
cies of occurrence of all of destination information accumu-
lated in said linkage information accumulation unit and a total
of frequencies of occurrence of all the links accumulated in
said linkage information accumulation unit, and estimated is
an appearance probability distribution from acquired said
total of frequencies of occurrence, and calculated is an
appearance probability of said object information as a recog-
nition degree of said object information using said estimated
appearance probability distribution.

Additional Statement 36

The computer-readable recording medium according to
any of Additional statements 31 to 34, wherein

in the step for calculating said recognition degree, with
respect to object information for which said recognition
degree is to be calculated among said source information,
acquired said each destination information, and said each
link, acquired are a total of frequencies of occurrence corre-
sponding to said object information among a total of frequen-
cies of occurrence of all of source information accumulated in
said linkage information accumulation unit and a total of
frequencies of occurrence of all of destination information
accumulated in said linkage information accumulation unit
and a total of frequencies of occurrence of all the links accu-
mulated in said linkage information accumulation unit, and
calculated is an average frequency of occurrence from
acquired said total of frequencies of occurrence, and calcu-
lated is, as a recognition degree of said object information, a
difference between said calculated average frequency of
occurrence and the frequency of occurrence of said object
information.

Additional Statement 37

The computer-readable recording medium according to
any of Additional statements 31 to 36, wherein
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in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired are
category information of'said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

in the step for calculating said recognition degree, from a
total of frequencies of occurrence of links between categories
of said source information and said destination information
corresponding to an object link which is said link of which a
recognition degree is to be calculated, estimated is an appear-
ance probability distribution, and using said estimated
appearance probability distribution, calculated is, as a recog-
nition degree of said object link, an appearance probability of
a link between said categories.

Additional Statement 38

The computer-readable recording medium according to
Additional statement 37, wherein

in the step for calculating said recognition degree, in the
case where at least one of said source information and said
destination information which correspond to said object link
belongs to a plurality of categories, an average value, the
maximum or the minimum of said recognition degrees cal-
culated with respect to each said category is made to be a
recognition degree of said object link.

Additional Statement 39

The computer-readable recording medium according to
any of Additional statements 31 to 38, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired are
category information of'said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

in the step for calculating said recognition degree, with
respect to object information of which said recognition
degree is to be calculated among said source information and
acquired said each destination information, acquired are a
total of frequencies of occurrence corresponding to said
object information among a total of frequencies of occurrence
of categories of all of source information accumulated in said
linkage information accumulation unit, a total of frequencies
of occurrence of categories of all of destination information
accumulated in said linkage information accumulation unit,
and a total of frequencies of occurrence of categories of all the
links accumulated in said linkage information accumulation
unit, and estimated is an appearance probability distribution
from acquired said total of frequencies of occurrence, and
calculated is an appearance probability of a category of said
object information as a recognition degree of said object
information using said estimated appearance probability dis-
tribution.

Additional Statement 40

The computer-readable recording medium according to
any of Additional statements 31 to 38, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired are
category information of'said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

in the step for calculating said recognition degree, with
respect to object information of which said recognition
degree is to be calculated among said source information and
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acquired said each destination information, acquired are a
total of frequencies of occurrence corresponding to said
objectinformation among a total of frequencies of occurrence
of categories of all of source information accumulated in said
linkage information accumulation unit, a total of frequencies
of occurrence of categories of all of destination information
accumulated in said linkage information accumulation unit,
and a total of frequencies of occurrence of categories of all the
links accumulated in said linkage information accumulation
unit, and calculated is an average frequency of occurrence
from acquired said total of frequencies of occurrence, and
calculated is a difference between the calculated average
frequency of occurrence and the frequency of occurrence of
the category of said object information as a recognition
degree of said object information.

Additional statement 41

The computer-readable recording medium according to
Additional statements 39 or 40, wherein

in the step for calculating said recognition degree, in the
case where said object information belongs to a plurality of
categories, an average value, the maximum or the minimum
of'said recognition degree calculated with respect to each said
category is made to be a recognition degree of said object
information.

Additional Statement 42

The computer-readable recording medium according to
any of Additional statements 31 to 41, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, on receiving said
source information, from said linkage information accumu-
lation unit, acquired are a plurality of destination information
linked with said source information, a relation content of said
source information and each said destination information, a
frequency of occurrence of said source information, and a
frequency of occurrence of said each destination information,
afrequency of occurrence of a link of said source information
and said each destination information, and a frequency of
occurrence of each said relation content, and

in the step for calculating said recognition degree, based on
acquired each said frequency of occurrence, calculated are a
recognition degree of said source information, a recognition
degree of acquired said each destination information, a rec-
ognition degree of each said link, and a recognition degree of
acquired said each relation content, and

in the step for selecting said destination information, based
on a combination of two or more among a recognition degree
of said source information, a recognition degree of said des-
tination information, a recognition degree of said link and a
recognition degree of said relation content, selected are one or
more of said destination information from said each destina-
tion information, and outputted is at least selected said desti-
nation information.

Additional Statement 43

The computer-readable recording medium according to
Additional statement 42, wherein

in the step for selecting said destination information,
selected is, from among said each destination information,
said destination information where a recognition degree of
said source information, a recognition degree of said destina-
tion information, and a recognition degree of said link
become higher than a prescribed threshold value, and a rec-
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ognition degree of said relation content becomes lower than a
prescribed threshold value, and selected is, from among said
each destination information, said destination information
where a recognition degree of said source information, a
recognition degree of said destination information, and a
recognition degree of said link become lower than a pre-
scribed threshold value, and a recognition degree of said
relation content becomes higher than a prescribed threshold
value.

Additional Statement 44

The computer-readable recording medium according to
Additional statement 43, wherein

in the step for selecting said destination information, fur-
ther, selected is, from among said each destination informa-
tion, said destination information where a recognition degree
of said source information and a recognition degree of said
destination information become higher than a prescribed
threshold value, and at least one of a recognition degree of
said link and a recognition degree of said relation content
becomes lower than a prescribed threshold value, as destina-
tion information where unpredictability is high in a high level
among said selected destination information, and

selected is, from among said each destination information,
said destination information where a recognition degree of
one of a recognition degree of said source information and
said destination information becomes higher than a pre-
scribed threshold value, and a recognition degree of the other
becomes lower than a prescribed threshold value, and a rec-
ognition degree of said link becomes lower than a prescribed
threshold value, and

from among selected said destination information, selected
is destination information where a recognition degree of said
source information and a recognition degree of said destina-
tion information become higher than a prescribed threshold
value, and at least one of a recognition degree of said link and
a recognition degree of said relation content becomes lower
than a prescribed threshold value, as destination information
where unpredictability is high in a high level among said
selected destination information, and selected is said destina-
tion information where a recognition degree of one of a rec-
ognition degree of said source information and said destina-
tion information becomes higher than a prescribed threshold
value, and a recognition degree of the other becomes lower
than a prescribed threshold value, a recognition degree of said
link becomes lower than a prescribed threshold value, and a
recognition degree of said relation content becomes higher
than a prescribed threshold value, as destination information
where unpredictability is high in a middle level among
selected said destination information.

Additional Statement 45

The computer-readable recording medium according to
any of Additional statements 42 to 44, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired are
category information of'said source information and category
information of linked said each destination information from
said linkage information accumulation unit, and

in the step for calculating said recognition degree, with
respect to links between categories of each of said source
information and said destination information which corre-
spond to said relation content of which said recognition
degree is to be calculated, calculated is an appearance prob-
ability of said relation content based on a total of frequencies
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of occurrence of links between said categories and frequen-
cies of occurrence of said relation content, and said calculated
appearance probability is made to be a recognition degree of
said relation content.

Above-mentioned embodiments should be considered to
an exemplification at all points, and not restrictive. The scope
of the present invention is shown not by descriptions men-
tioned above but by the scope of the claims, and all modifi-
cations within meaning and scope equivalent to the claims are
intended to be included therein. This application claims pri-
ority on the basis of Japanese Patent Application No. 2010-
055699 applied on Mar. 12, 2010, and takes in here all the
disclosures thereof.

INDUSTRIAL APPLICABILITY

The present invention can be used for a retrieval device of
a relation object of position information and a keyword input
auxiliary device in text retrieval or the like, and therefore, has
industrial applicability.

DESCRIPTION OF SYMBOLS

51 Input unit

52 Linkage information retrieval unit

53 Recognition degree calculation unit

54 High interest information narrowing unit
55 Outputting unit

56 Linkage information accumulation unit
64 High interest information narrowing unit
66 Linkage information accumulation unit
101 CPU

102 Main memory

103 Hard disk

104 Input interface

105 Display controller

106 Data reader/writer

107 Communication interface

108 Keyboard

109 Mouse

110 Display

111 Recording medium

121 Bus

201 Linkage information output apparatus
301 Input unit

302 Position information retrieval unit

303 Linkage information narrowing unit
304 Outputting unit

305 Position information accumulation unit
306 Linkage information accumulation unit
401 Position information display apparatus

The invention claimed is:

1. A linkage information output apparatus for outputting
information linked with source information, comprising a
central processing unit (CPU) of a computer, the CPU having:

an input unit to which source information is input;

a linkage information retrieval unit which receives said

source information, and acquires a plurality of destina-
tion information linked with said source information, a
frequency of occurrence of said source information, a
frequency of occurrence of linked each said destination
information, and a frequency of occurrence of a link of
said source information and said each destination infor-
mation, from a linkage information accumulation unit
provided inside or outside said linkage information out-
put apparatus;
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a recognition degree calculation unit which, based on
acquired each said frequency of occurrence, calculates a
recognition degree of said source information, a recog-
nition degree of acquired said each destination informa-
tion, and a recognition degree of each said link, and
determines whether the calculated said recognition
degrees are high or low;

a high interest information narrowing unit which selects
one or more of said destination information from among
said each destination information based on a combina-
tion of two or more among results of the determined
highs and lows of the recognition degree of said source
information, the recognition degree of said destination
information and the recognition degree of said link; and

an output unit that outputs at least selected said destination
information,

wherein said high interest information narrowing unit
selects any two among said source information, said
destination information, and said link, and selects, from
among said each destination information, said destina-
tion information where a recognition degree of one of
the selected ones becomes higher than a prescribed
threshold value and a recognition degree of the other
becomes lower than a prescribed threshold value, and

wherein said high interest information narrowing unit
selects, from among said each destination information,
said destination information where at least one of a
recognition degree of said source information and a
recognition degree of said destination information
becomes higher than a prescribed threshold value, and a
recognition degree of said link becomes lower than a
prescribed threshold value.

2. The linkage information output apparatus according to
claim 1, wherein said high interest information narrowing
unit, further, from among selected said destination informa-
tion, selects destination information where a recognition
degree of said source information and a recognition degree of
said destination information become higher than a prescribed
threshold value, and where a recognition degree of said link
becomes lower than a prescribed threshold value, as destina-
tion information where unpredictability is high in a high level.

3. The linkage information output apparatus according to
claim 1, wherein said recognition degree calculation unit,
with respect to object information for which said recognition
degree is to be calculated among said source information,
acquired said each destination information and said each link,
acquires a total of frequencies of occurrence corresponding to
said object information among a total of frequencies of occur-
rence ofall of source information accumulated in said linkage
information accumulation unit and a total of frequencies of
occurrence of all of destination information accumulated in
said linkage information accumulation unit and a total of
frequencies of occurrence of all the links accumulated in said
linkage information accumulation unit, and estimates an
appearance probability distribution from acquired said total
of frequencies of occurrence, and calculates an appearance
probability of said object information as a recognition degree
of said object information using said estimated appearance
probability distribution.

4. The linkage information output apparatus according to
claim 1, wherein said recognition degree calculation unit,
with respect to an object information where said recognition
degree is to be calculated among said source information,
acquired said each destination information, and said link,
acquires a total of frequencies of occurrence corresponding to
said object information among a total of frequencies of occur-
rence ofall of source information accumulated in said linkage
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information accumulation unit and a total of frequencies of
occurrence of all of destination information accumulated in
said linkage information accumulation unit and a total of
frequencies of occurrence of all the links accumulated in said
linkage information accumulation unit, and calculates an
average frequency of occurrence from acquired said total of
frequencies of occurrence, and calculates, as a recognition
degree of said object information, a difference between said
calculated average frequency of occurrence and the fre-
quency of occurrence of said object information.

5. The linkage information output apparatus according to
claim 1, wherein

said linkage information retrieval unit, further, acquires

category information of said source information, and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

said recognition degree calculation unit, from a total of

frequencies of occurrence of links between categories of
said source information and said destination informa-
tion corresponding to an object link which is said link of
which said recognition degree is to be calculated, esti-
mates an appearance probability distribution, and using
said estimated appearance probability distribution, cal-
culates an appearance probability of the link between
said categories as a recognition degree of said object
link.

6. The linkage information output apparatus according to
claim 5, wherein said recognition degree calculation unit, in
the case where at least one of said source information and said
destination information which correspond to said object link
belongs to a plurality of categories, an average value, the
maximum or the minimum of said recognition degrees cal-
culated with respect to each said category is made to be a
recognition degree of said object link.

7. The linkage information output apparatus according to
claim 1, wherein

said linkage information retrieval unit, further, acquires

category information of said source information, and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

said recognition degree calculation unit, with respect to

object information of which said recognition degree is to
be calculated among said source information and
acquired said each destination information, acquires a
total of frequencies of occurrence corresponding to said
object information among a total of frequencies of
occurrence of categories of all of source information
accumulated in said linkage information accumulation
unit, and a total of frequencies of occurrence of catego-
ries of all of destination information accumulated in said
linkage information accumulation unit, and estimates an
appearance probability distribution from acquired said
total of frequencies of occurrence, and calculates an
appearance probability of the category of said object
information as a recognition degree of said object infor-
mation using said estimated appearance probability dis-
tribution.

8. The linkage information output apparatus according to
claim 7, wherein said recognition degree calculation unit, in
the case where said object information belongs to a plurality
of categories, an average value, the maximum or the mini-
mum of said recognition degree calculated with respect to
each said category is made to be a recognition degree of said
object information.
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9. The linkage information output apparatus according to
claim 1, wherein
said linkage information retrieval unit, further, acquires
category information of said source information, and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and
said recognition degree calculation unit, with respect to
object information of which said recognition degree is to
be calculated among said source information and
acquired said each destination information, acquires a
total of frequencies of occurrence corresponding to said
object information among a total of frequencies of
occurrence of categories of all of source information
accumulated in said linkage information accumulation
unit, and a total of frequencies of occurrence of catego-
ries of all of destination information accumulated in said
linkage information accumulation unit, and calculates
an average frequency of occurrence from acquired said
total of frequencies of occurrence, and calculates a dif-
ference between the calculated average frequency of
occurrence and the frequency of occurrence of the cat-
egory of said object information as a recognition degree
of said object information.
10. The linkage information output apparatus according to
claim 1, wherein
said linkage information retrieval unit, on receiving said
source information, from said linkage information accu-
mulation unit, acquires: a plurality of destination infor-
mation linked with said source information; a relation
content of said source information and each said desti-
nation information; a frequency of occurrence of said
source information; a frequency of occurrence of said
each destination information; a frequency of occurrence
of a link of said source information and said each desti-
nation information; and a frequency of occurrence of
each said relation content, and
said recognition degree calculation unit, based on acquired
each said frequency of occurrence, calculates: a recog-
nition degree of said source information; a recognition
degree of acquired said each destination information; a
recognition degree of each said link; and a recognition
degree of acquired said each relation content, and
said high interest information narrowing unit, based on a
combination of two or more among a recognition degree
of said source information, a recognition degree of said
destination information, a recognition degree of said
link and a recognition degree of said relation content,
selects one or more of said destination information from
said each destination information, and outputs at least
selected said destination information.
11. The linkage information output apparatus according to
claim 10, wherein
said high interest information narrowing unit selects, from
among said each destination information, said destina-
tion information where a recognition degree of said
source information, a recognition degree of said desti-
nation information, and a recognition degree of said link
become higher than a prescribed threshold value, and a
recognition degree of said relation content becomes
lower than a prescribed threshold value, and
selects, from among said each destination information,
said destination information where a recognition degree
of said source information, a recognition degree of said
destination information, and a recognition degree of said
link become lower than a prescribed threshold value, and
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a recognition degree of said relation content becomes
higher than a prescribed threshold value.

12. The linkage information output apparatus according to
claim 11, wherein

said high interest information narrowing unit, further,

selects, from among said each destination information,
said destination information where a recognition degree
of said source information and a recognition degree of
said destination information become higher than a pre-
scribed threshold value, and at least one of a recognition
degree of said link and a recognition degree of said
relation content becomes lower than a prescribed thresh-
old value, and

selects, from among said each destination information,

said destination information where a recognition degree
of one of said source information and said destination
information become higher than a prescribed threshold
value, and a recognition degree of the other becomes
lower than a prescribed threshold value, and a recogni-
tion degree of said link becomes lower than a prescribed
threshold value, and

said high interest information narrowing unit, selects, from

among selected said destination information, said desti-
nation information where a recognition degree of said
source information and a recognition degree of said
destination information become higher than a prescribed
threshold value, and at least one of a recognition degree
of said link and a recognition degree of said relation
content becomes lower than a prescribed threshold
value, as destination information where unpredictability
is high in a high level among said selected destination
information, and selects said destination information
where a recognition degree of one of said source infor-
mation and said destination information becomes higher
than a prescribed threshold value, and a recognition
degree of the other becomes lower than a prescribed
threshold value, a recognition degree of said link
becomes lower than a prescribed threshold value, and a
recognition degree of said relation content becomes
higher than a prescribed threshold value, as destination
information where unpredictability is high in a middle
level among selected said destination information.

13. The linkage information output apparatus according to
claim 1, wherein

said linkage information retrieval unit, further, acquires

category information of said source information, and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

said recognition degree calculation unit, with respect to

links between categories of each of said source informa-
tion and said destination information which correspond
to said relation content of which said recognition degree
is to be calculated, calculates an appearance probability
of'said relation content based on a total of frequencies of
occurrence of links between said categories and fre-
quencies of occurrence of said relation content, and said
calculated appearance probability is made to be a rec-
ognition degree of said relation content.

14. A linkage information output method in a linkage infor-
mation output apparatus for outputting information linked
with source information, the method comprising causing a
computer processor to execute the steps of:

inputting source information;

acquiring, on receiving said source information, a plurality

of destination information linked with said source infor-
mation, a frequency of occurrence of said source infor-
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mation, a frequency of occurrence of linked each said
destination information, and a frequency of occurrence
of a link of said source information and said each desti-
nation information, from a linkage information accumu-
lation unit provided inside or outside said linkage infor-
mation output apparatus;
calculating, based on acquired each said frequency of
occurrence, a recognition degree of said source informa-
tion, a recognition degree of acquired said each destina-
tion information, a recognition degree of each said link;

determining whether the calculated said recognition
degrees are high or low;

selecting one or more of said destination information from

among said each destination information based on a
combination of two or more among results of the deter-
mined highs and lows of the recognition degree of said
source information, the recognition degree of said des-
tination information and the recognition degree of said
link; and

outputting at least selected said destination information,

wherein in the step for selecting said destination informa-

tion, selected are any two among said source informa-
tion, said destination information, and said link, and
selected from among said each destination information
is said destination information where a recognition
degree of one of the selected ones becomes higher than
aprescribed threshold value and a recognition degree of
the other becomes lower than a prescribed threshold
value, and

wherein in the step for selecting said destination informa-

tion, selected is, from among said each destination infor-
mation, said destination information where at least one
of a recognition degree of said source information or a
recognition degree of said destination information
becomes higher than a prescribed threshold value, and a
recognition degree of said link becomes lower than a
prescribed threshold value.

15. The linkage information output method according to
claim 14, wherein in the step for selecting said destination
information, further, from among selected said destination
information, selected is destination information where a rec-
ognition degree of said source information and a recognition
degree of said destination information become higher than a
prescribed threshold value, and where a recognition degree of
said link becomes lower than a prescribed threshold value, as
destination information where unpredictability is high in a
high level.

16. The linkage information output method according to
claim 14, wherein in the step for calculating said recognition
degree, with respect to object information for which said
recognition degree is to be calculated among said source
information and acquired said each destination information
and said each link, acquired are a total of frequencies of
occurrence corresponding to said object information among a
total of frequencies of occurrence of all of source information
accumulated in said linkage information accumulation unit
and a total of frequencies of occurrence of all of destination
information accumulated in said linkage information accu-
mulation unit and a total of frequencies of occurrence of all
the links accumulated in said linkage information accumula-
tion unit, and estimated is an appearance probability distri-
bution from acquired said total of frequencies of occurrence,
and calculated is an appearance probability of said object
information as a recognition degree of said object informa-
tion using said estimated appearance probability distribution.

17. The linkage information output method according to
claim 14, wherein in the step for calculating said recognition



US 9,152,696 B2

47

degree, with respect to an object information where said
recognition degree is to be calculated among said source
information, acquired said each destination information, and
said link, acquired are a total of frequencies of occurrence

48

of a category of said object information as a recognition
degree of said object information using said estimated
appearance probability distribution.

21. The linkage information output method according to

corresponding to said object information among a total of 5 claim 14, wherein

frequencies of occurrence of all of source information accu-
mulated in said linkage information accumulation unit and a
total of frequencies of occurrence of all of destination infor-
mation accumulated in said linkage information accumula-
tion unit and a total of frequencies of occurrence of all the
links accumulated in said linkage information accumulation
unit, and calculated is an average frequency of occurrence
from acquired said total of frequencies of occurrence, and
calculated is, as a recognition degree of said object informa-
tion, a difference between said calculated average frequency
of occurrence and the frequency of occurrence of said object
information.

18. The linkage information output method according to
claim 14, wherein

in the step for acquiring said each destination information

and said each frequency of occurrence, further, acquired
are category information of said source information and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

in the step for calculating said recognition degree, from a

total of frequencies of occurrence of links between cat-
egories of said source information and said destination
information corresponding to an object link which is
said link of which a recognition degree is to be calcu-
lated, estimated is an appearance probability distribu-
tion, and using said estimated appearance probability
distribution, calculated is, as a recognition degree of said
object link, an appearance probability of a link between
said categories.

19. The linkage information output method according to
claim 18, wherein in the step for calculating said recognition
degree, in the case where at least one of said source informa-
tion and said destination information which correspond to
said object link belongs to a plurality of categories, an average
value, the maximum or the minimum of said recognition
degrees calculated with respect to each said category is made
to be a recognition degree of said object link.

20. The linkage information output method according to
claim 14, wherein

in the step for acquiring said each destination information

and said each frequency of occurrence, further, acquired
are category information of said source information and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

in the step for calculating said recognition degree, with

respect to object information of which said recognition
degree is to be calculated among said source information
and acquired said each destination information,
acquired are a total of frequencies of occurrence corre-
sponding to said object information among a total of
frequencies of occurrence of categories of all of source
information accumulated in said linkage information
accumulation unit, a total of frequencies of occurrence
of categories of all of destination information accumu-
lated in said linkage information accumulation unit, and
a total of frequencies of occurrence of categories of all
the links accumulated in said linkage information accu-
mulation unit, and estimated is an appearance probabil-
ity distribution from acquired said total of frequencies of
occurrence, and calculated is an appearance probability
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in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired
are category information of said source information and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

in the step for calculating said recognition degree, with

respect to object information of which said recognition
degree is to be calculated among said source information
and acquired said each destination information,
acquired are a total of frequencies of occurrence corre-
sponding to said object information among a total of
frequencies of occurrence of categories of all of source
information accumulated in said linkage information
accumulation unit, a total of frequencies of occurrence
of categories of all of destination information accumu-
lated in said linkage information accumulation unit, and
a total of frequencies of occurrence of categories of all
the links accumulated in said linkage information accu-
mulation unit, and calculated is an average frequency of
occurrence from acquired said total of frequencies of
occurrence, and calculated is a difference between the
calculated average frequency of occurrence and the fre-
quency of occurrence of the category of said object
information as a recognition degree of said object infor-
mation.

22. The linkage information output method according to
claim 20, wherein in the step for calculating said recognition
degree, in the case where said object information belongs to a
plurality of categories, an average value, the maximum or the
minimum of said recognition degree calculated with respect
to each said category is made to be a recognition degree of
said object information.

23. The linkage information output method according to
claim 14, wherein

in the step for acquiring said each destination information

and said each frequency of occurrence, on receiving said
source information, from said linkage information accu-
mulation unit, acquired are a plurality of destination
information linked with said source information, a rela-
tion content of said source information and each said
destination information, a frequency of occurrence of
said source information, and a frequency of occurrence
of said each destination information, a frequency of
occurrence of a link of said source information and said
each destination information, and a frequency of occur-
rence of each said relation content, and

in the step for calculating said recognition degree, based on

acquired each said frequency of occurrence, calculated
are a recognition degree of said source information, a
recognition degree of acquired said each destination
information, a recognition degree of each said link, and
a recognition degree of acquired said each relation con-
tent, and

in the step for selecting said destination information, based

on a combination of two or more among a recognition
degree of said source information, a recognition degree
of said destination information, a recognition degree of
said link and a recognition degree of said relation con-
tent, selected are one or more of said destination infor-
mation from said each destination information, and out-
putted is at least selected said destination information.
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24. The linkage information output method according to
claim 23, wherein in the step for selecting said destination
information, selected is, from among said each destination
information, said destination information where a recogni-
tion degree of said source information, a recognition degree
of said destination information, and a recognition degree of
said link become higher than a prescribed threshold value,
and a recognition degree of said relation content becomes
lower than a prescribed threshold value, and selected is, from
among said each destination information, said destination
information where a recognition degree of said source infor-
mation, a recognition degree of said destination information,
and a recognition degree of said link become lower than a
prescribed threshold value, and a recognition degree of said
relation content becomes higher than a prescribed threshold
value.

25. The linkage information output method according to
claim 24, wherein

in the step for selecting said destination information, fur-

ther, selected is, from among said each destination infor-
mation, said destination information where a recogni-
tion degree of said source information and a recognition
degree of said destination information become higher
than a prescribed threshold value, and at least one of a
recognition degree of said link and a recognition degree
of'said relation content becomes lower than a prescribed
threshold value, as destination information where
unpredictability is high in a high level among said
selected destination information, and

selected is, from among said each destination information,

said destination information where a recognition degree
ofone of arecognition degree of said source information
and said destination information becomes higher than a
prescribed threshold value, and a recognition degree of
the other becomes lower than a prescribed threshold
value, and a recognition degree of said link becomes
lower than a prescribed threshold value, and

from among selected said destination information, selected

is destination information where a recognition degree of
said source information and a recognition degree of said
destination information become higher than a prescribed
threshold value, and at least one of a recognition degree
of said link and a recognition degree of said relation
content becomes lower than a prescribed threshold
value, as destination information where unpredictability
is high in a high level among said selected destination
information, and selected is said destination information
where a recognition degree of one of a recognition
degree of said source information and said destination
information becomes higher than a prescribed threshold
value, and a recognition degree of the other becomes
lower than a prescribed threshold value, a recognition
degree of said link becomes lower than a prescribed
threshold value, and a recognition degree of said relation
content becomes higher than a prescribed threshold
value, as destination information where unpredictability
is high in a middle level among selected said destination
information.

26. The linkage information output method according to
claim 23, wherein

in the step for acquiring said each destination information

and said each frequency of occurrence, further, acquired
are category information of said source information and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and
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in the step for calculating said recognition degree, with
respect to links between categories of each of said source
information and said destination information which cor-
respond to said relation content of which said recogni-
tion degree is to be calculated, calculated is an appear-
ance probability of said relation content based on a total
of frequencies of occurrence of links between said cat-
egories and frequencies of occurrence of said relation
content, and said calculated appearance probability is
made to be a recognition degree of said relation content.
27. A non-transitory computer-readable recording medium
having a linkage information output program used in a link-
age information output apparatus for outputting information
linked with source information recorded, the linkage infor-
mation output program making a computer execute the steps
of:
inputting source information;
acquiring, on receiving said source information, a plurality
of destination information linked with said source infor-
mation, a frequency of occurrence of said source infor-
mation, a frequency of occurrence of linked each said
destination information, and a frequency of occurrence
of a link of said source information and said each desti-
nation information, from a linkage information accumu-
lation unit provided inside or outside said linkage infor-
mation output apparatus;
calculating, based on acquired each said frequency of
occurrence, a recognition degree of said source informa-
tion, a recognition degree of acquired said each destina-
tion information, a recognition degree of each said link;

determining whether the calculated said recognition
degrees are high or low;

selecting one or more of said destination information from

among said each destination information based on a
combination of two or more among results of the deter-
mined highs and lows of the recognition degree of said
source information, the recognition degree of said des-
tination information and the recognition degree of said
link; and

outputting at least selected said destination information,

wherein in the step for selecting said destination informa-

tion, selected are any two among said source informa-
tion, said destination information, and said link, and
selected from among said each destination information
is said destination information where a recognition
degree of one of the selected ones becomes higher than
aprescribed threshold value and a recognition degree of
the other becomes lower than a prescribed threshold
value, and

wherein in the step for selecting said destination informa-

tion, selected is, from among said each destination infor-
mation, said destination information where at least one
of a recognition degree of said source information or a
recognition degree of said destination information
becomes higher than a prescribed threshold value, and a
recognition degree of said link becomes lower than a
prescribed threshold value.

28. The computer-readable recording medium according to
claim 27, wherein in the step for selecting said destination
information, further, from among selected said destination
information, selected is destination information where a rec-
ognition degree of said source information and a recognition
degree of said destination information become higher than a
prescribed threshold value, and where a recognition degree of
said link becomes lower than a prescribed threshold value, as
destination information where unpredictability is high in a
high level.
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29. The computer-readable recording medium according to
claim 27, wherein in the step for calculating said recognition
degree, with respect to object information for which said
recognition degree is to be calculated among said source
information and acquired said each destination information
and said each link, acquired are a total of frequencies of
occurrence corresponding to said object information among a
total of frequencies of occurrence of all of source information
accumulated in said linkage information accumulation unit
and a total of frequencies of occurrence of all of destination
information accumulated in said linkage information accu-
mulation unit and a total of frequencies of occurrence of all
the links accumulated in said linkage information accumula-
tion unit, and estimated is an appearance probability distri-
bution from acquired said total of frequencies of occurrence,
and calculated is an appearance probability of said object
information as a recognition degree of said object informa-
tion using said estimated appearance probability distribution.

30. The computer-readable recording medium according to
claim 27, wherein in the step for calculating said recognition
degree, with respect to object information for which said
recognition degree is to be calculated among said source
information, acquired said each destination information, and
said each link, acquired are a total of frequencies of occur-
rence corresponding to said object information among a total
of frequencies of occurrence of all of source information
accumulated in said linkage information accumulation unit
and a total of frequencies of occurrence of all of destination
information accumulated in said linkage information accu-
mulation unit and a total of frequencies of occurrence of all
the links accumulated in said linkage information accumula-
tion unit, and calculated is an average frequency of occur-
rence from acquired said total of frequencies of occurrence,
and calculated is, as a recognition degree of said object infor-
mation, a difference between said calculated average fre-
quency of occurrence and the frequency of occurrence of said
object information.

31. The computer-readable recording medium according to
claim 27, wherein

in the step for acquiring said each destination information

and said each frequency of occurrence, further, acquired
are category information of said source information and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

in the step for calculating said recognition degree, from a

total of frequencies of occurrence of links between cat-
egories of said source information and said destination
information corresponding to an object link which is
said link of which a recognition degree is to be calcu-
lated, estimated is an appearance probability distribu-
tion, and using said estimated appearance probability
distribution, calculated is, as a recognition degree of said
object link, an appearance probability of a link between
said categories.

32. The computer-readable recording medium according to
claim 31, wherein in the step for calculating said recognition
degree, in the case where at least one of said source informa-
tion and said destination information which correspond to
said object link belongs to a plurality of categories, an average
value, the maximum or the minimum of said recognition
degrees calculated with respect to each said category is made
to be a recognition degree of said object link.

33. The computer-readable recording medium according to
claim 27, wherein

in the step for acquiring said each destination information

and said each frequency of occurrence, further, acquired

5

25

30

35

40

45

55

60

65

52

are category information of said source information and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

in the step for calculating said recognition degree, with

respect to object information of which said recognition
degree is to be calculated among said source information
and acquired said each destination information,
acquired are a total of frequencies of occurrence corre-
sponding to said object information among a total of
frequencies of occurrence of categories of all of source
information accumulated in said linkage information
accumulation unit, a total of frequencies of occurrence
of categories of all of destination information accumu-
lated in said linkage information accumulation unit, and
a total of frequencies of occurrence of categories of all
the links accumulated in said linkage information accu-
mulation unit, and estimated is an appearance probabil-
ity distribution from acquired said total of frequencies of
occurrence, and calculated is an appearance probability
of a category of said object information as a recognition
degree of said object information using said estimated
appearance probability distribution.

34. The computer-readable recording medium according to
claim 33, wherein in the step for calculating said recognition
degree, in the case where said object information belongs to a
plurality of categories, an average value, the maximum or the
minimum of said recognition degree calculated with respect
to each said category is made to be a recognition degree of
said object information.

35. The computer-readable recording medium according to
claim 27, wherein

in the step for acquiring said each destination information

and said each frequency of occurrence, further, acquired
are category information of said source information and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

in the step for calculating said recognition degree, with

respect to object information of which said recognition
degree is to be calculated among said source information
and acquired said each destination information,
acquired are a total of frequencies of occurrence corre-
sponding to said object information among a total of
frequencies of occurrence of categories of all of source
information accumulated in said linkage information
accumulation unit, a total of frequencies of occurrence
of categories of all of destination information accumu-
lated in said linkage information accumulation unit, and
a total of frequencies of occurrence of categories of all
the links accumulated in said linkage information accu-
mulation unit, and calculated is an average frequency of
occurrence from acquired said total of frequencies of
occurrence, and calculated is a difference between the
calculated average frequency of occurrence and the fre-
quency of occurrence of the category of said object
information as a recognition degree of said object infor-
mation.

36. The computer-readable recording medium according to
claim 27, wherein

in the step for acquiring said each destination information

and said each frequency of occurrence, on receiving said
source information, from said linkage information accu-
mulation unit, acquired are a plurality of destination
information linked with said source information, a rela-
tion content of said source information and each said
destination information, a frequency of occurrence of
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said source information, and a frequency of occurrence
of said each destination information, a frequency of
occurrence of a link of said source information and said
each destination information, and a frequency of occur-
rence of each said relation content, and
in the step for calculating said recognition degree, based on
acquired each said frequency of occurrence, calculated
are a recognition degree of said source information, a
recognition degree of acquired said each destination
information, a recognition degree of each said link, and
a recognition degree of acquired said each relation con-
tent, and
in the step for selecting said destination information, based
on a combination of two or more among a recognition
degree of said source information, a recognition degree
of said destination information, a recognition degree of
said link and a recognition degree of said relation con-
tent, selected are one or more of said destination infor-
mation from said each destination information, and out-
putted is at least selected said destination information.
37.The computer-readable recording medium according to
claim 36, wherein in the step for selecting said destination
information, selected is, from among said each destination
information, said destination information where a recogni-
tion degree of said source information, a recognition degree
of said destination information, and a recognition degree of
said link become higher than a prescribed threshold value,
and a recognition degree of said relation content becomes
lower than a prescribed threshold value, and selected is, from
among said each destination information, said destination
information where a recognition degree of said source infor-
mation, a recognition degree of said destination information,
and a recognition degree of said link become lower than a
prescribed threshold value, and a recognition degree of said
relation content becomes higher than a prescribed threshold
value.
38. The computer-readable recording medium according to
claim 37, wherein
in the step for selecting said destination information, fur-
ther, selected is, from among said each destination infor-
mation, said destination information where a recogni-
tion degree of said source information and a recognition
degree of said destination information become higher
than a prescribed threshold value, and at least one of a
recognition degree of said link and a recognition degree
of'said relation content becomes lower than a prescribed
threshold value, as destination information where
unpredictability is high in a high level among said
selected destination information, and
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selected is, from among said each destination information,
said destination information where a recognition degree
of one ofa recognition degree of said source information
and said destination information becomes higher than a
prescribed threshold value, and a recognition degree of
the other becomes lower than a prescribed threshold
value, and a recognition degree of said link becomes
lower than a prescribed threshold value, and

from among selected said destination information, selected
is destination information where a recognition degree of
said source information and a recognition degree of said
destination information become higher than a prescribed
threshold value, and at least one of a recognition degree
of said link and a recognition degree of said relation
content becomes lower than a prescribed threshold
value, as destination information where unpredictability
is high in a high level among said selected destination
information, and selected is said destination information
where a recognition degree of one of a recognition
degree of said source information and said destination
information becomes higher than a prescribed threshold
value, and a recognition degree of the other becomes
lower than a prescribed threshold value, a recognition
degree of said link becomes lower than a prescribed
threshold value, and a recognition degree of said relation
content becomes higher than a prescribed threshold
value, as destination information where unpredictability
is high in a middle level among selected said destination
information.

39. The computer-readable recording medium according to

claim 36, wherein

in the step for acquiring said each destination information
and said each frequency of occurrence, further, acquired
are category information of said source information and
category information of linked said each destination
information from said linkage information accumula-
tion unit, and

in the step for calculating said recognition degree, with
respect to links between categories of each of said source
information and said destination information which cor-
respond to said relation content of which said recogni-
tion degree is to be calculated, calculated is an appear-
ance probability of said relation content based on a total
of frequencies of occurrence of links between said cat-
egories and frequencies of occurrence of said relation
content, and said calculated appearance probability is
made to be a recognition degree of said relation content.
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